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SAFETY ENGINEERING

Historical Emergence
Practices

HISTORICAL EMERGENCE

The protection of people from harm increasingly has
been a focus of many fields of engineering since the
nineteenth century. At the dawn of the Industrial Revo-
lution (c. 1750-1850) engineers, as the term is used
today, devoted their efforts almost entirely to making
devices that functioned reliably and profitably, but with
little attention to safety. One notable exception is James
Watt (1736-1819), the so-called inventor of the steam
engine. Despite introducing numerous improvements on
the Newcomen steam engine, Watt intentionally
resisted building a high-pressure engine because of the
dangers it posed to those working with it. In fact, when
Richard Trevithick (1771-1833) began experiments
with the high-pressure steam engine, which increased
both efficiency and power, Watt (and his partner Mat-
thew Boulton) petitioned Parliament to pass an act out-
lawing the use of such engines as a public danger.

The second generation masters of steam power for
railroads and steam boats thus brought with them boiler
explosions, brakeman maimings, and wrecks causing
astonishing loss of life. In Life on the Mississippi (1883)
and again in Huckleberry Finn (1894) Mark Twain
described in vivid detail the explosion of steam ships
and the resultant death and injury of passengers. Manu-
factories too subjected workers (and often those living
nearby) to industrial accidents, toxic fumes, and loss of
hearing. Although those risks were hardly unknown,

they were accepted by workers and the public as a neces-
sary concomitant to technological progress.

However, over the course of the nineteenth century
the protection of human safety became an increasingly
important priority for engineers, companies, and even-
tually federal and state governments. Indeed, the first
scientific research contract from the federal government
was issued to the Franklin Institute in Philadelphia in
1830 to investigate the causes of steamboat boiler explo-
sions and to propose solutions (Burke 1966).

As each new technology matured to the point
where advances in performance were incremental, a
poor safety record became a barrier to increased public
acceptance and use. Workers began to organize into
unions and insist that they be better protected from
workplace hazards. Engineering societies, whose original
charters tended to stress the promotion and facilitation
of the profession’s work, by the mid-twentieth century
began to impose safety as a primary ethical duty of the
engineer. The end of the nineteenth century also wit-
nessed the development of safety codes and standards
governing the use of natural gas and electricity, the
design of building and steam boilers, and the storage
and use of explosives.

In the twenty-first century nearly every engineering
code of ethics stresses the safety of workers and the pub-
lic. The American Nuclear Society’s Code of Ethics
(2003) states:

We hold paramount the safety, health, and wel-
fare of the public and fellow workers, work to pro-
tect the environment, and strive to comply with
the principles of sustainable development in the
performance of our professional duties. The first
commitment in the Code of Ethics for the Insti-
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tute of Electrical and Electronic Engineers man-
dates that members ... accept responsibility in
making engineering decisions consistent with the
safety, health and welfare of the public, and to
disclose promptly factors that might endanger the
public or the environment (Institute of Electrical
and Electronic Engineers 1990).

All licensed professional engineers are bound by
the Code of Ethics for Engineers promulgated by the
National Society of Professional Engineers. Both Funda-
mental Canon No. 1 and the first Rule of Practice
impose on the engineer a duty to “hold paramount the
safety, health and welfare of the public” (National
Society of Professional Engineers 2003).

Apart from these commitments by long-standing
communities of engineers there are many engineers
whose work is devoted entirely to the protection of the
public and workers from the hazards of technology and
natural phenomena: Fire protection engineering, auto-
mobile safety engineering, and industrial safety engi-
neering are a few examples. Safety engineering is itself
an engineering discipline; its practitioners attempt to
understand the ways in which technological systems fail
and discover ways to prevent such failures. The Ameri-
can Society of Safety Engineers, founded in 1911 and
now numbering over 30,000 members, is devoted to
being “the premier organization and resource for those
engaged in the practice of protecting people, property
and the environment, and to lead the profession glob-
ally” (American Society of Safety Engineers 2004).

The intertwining of engineering and safety probably
will intensify in the future in response to constantly ris-
ing public expectations. Two prominent engineering
scholars in Lancaster University’s Department of Engi-
neering have observed the large gap between the safety
expectations of today and those in the early days of
modern technologies:

Safety is rapidly becoming a means by which the
public and governments judge the viability of
organisations involved in safety-related processes,
possibly more so than environmental issues. Many
large organisations could not afford a single,
large-scale incident as a result of an inferior safety
culture, despite buoyant economics. This is a sig-
nificant dynamic departure from past public
acceptability of fatal incidents (Joyce and Seward
2004).
The dedication of the engineering profession to
safety as a primary goal and an ethical duty is in accor-
dance with this change in public expectations.

WILLIAM M. SHIELDS

SEE ALSO Engineering Ethics; Safety Factors.
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PRACTICES

Safety is one of the primary goals of engineering. In
most ethical codes for engineers safety is mentioned as
an essential area of professional competence and
responsibility.

In everyday language, the term safety is often used
to denote absolute safety, that is, certainty that accidents
or other harms will not occur. In engineering practice,
safety is an ideal that can be approached, but never fully
attained. What can be achieved is relative safety, mean-
ing that it is unlikely but not impossible that harm will
occur. The safety requirements in regulations and stan-
dards represent different (and mostly high) levels of
relative safety. Industries with high safety ambitions,
such as airway traffic, are characterized by continuous
endeavors to improve the level of safety.

The ambiguity between absolute and relative safety
is a common cause of misunderstandings between
experts and the public. Both concepts are useful, but it
is essential to distinguish between them.

In decision theory, lack of knowledge is divided
into the two major categories: “risk” and “uncertainty.”
In decision-making under risk, the probabilities of possi-
ble outcomes are known, whereas in decision-making
under uncertainty, probabilities are either unknown or
known with insufficient precision. In engineering prac-
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tice, both risk and uncertainty have to be taken into
account. Even when engineers have a good estimate of
the probability (risk) of failure, some uncertainty
remains about the correctness of this estimate.

Safety has often been defined as the antonym of
risk, but that is only part of the truth. In order to
achieve safety in practical applications, the dangers that
originate in uncertainty are equally important to elimi-
nate or reduce as those that can be expressed in terms of
risk. Many safety measures in engineering are taken to
diminish the damages that would follow from possible
unknown sources of failures. Such measures protect
against uncertainty rather than risk.

Several methods are used by engineers to achieve
safety in the design and operation of potentially danger-
ous technology.

Inherently safe design. The first step in safety engi-
neering should always be to minimize the inherent dan-
gers in the process as far as possible. Dangerous substances
or reactions can be replaced by less dangerous ones. Fire-
proof materials can be used instead of flammable ones. In
some cases, temperature or pressure can be reduced.

Safety reserves. Constructions should be strong
enough to resist loads and disturbances exceeding those
that are intended. In most cases, the best way to obtain
sufficient safety reserves is to employ explicitly chosen
safety factors.

Negative feedback. Dangerous operations should have
negative feedback mechanisms that lead to a self-shut-
down in critical accident situations or when the operator
loses control. Two classical examples are the safety valve
that lets out steam when the pressure becomes too high
in a steam boiler and the “dead man’s handle” that stops
the train when the driver falls asleep. One of the most
important safety measures in the nuclear energy industry
is to ensure that a nuclear reactor closes down automati-
cally when a meltdown approaches.

Multiple independent safety barriers. In order to avert
serious dangers, a chain of barriers is needed, each of
which is independent of its predecessors so that if the
first fails, then the second is still intact, and so on. Typi-
cally the first barriers are measures to prevent an acci-
dent, after which follow barriers that limit the conse-
quences of an accident, and finally rescue services as the
last resort. One of the major lessons from the Titanic dis-
aster (1912) is that an improvement of the early barriers
is no excuse for reducing the later barriers (such as
access to lifeboats).

Maintenance and inspections. Many severe accidents
have resulted from insufficient maintenance of installa-

tions or pieces of equipment that were originally in
excellent shape. Regular inspections by persons with
sufficient competence and mandate are an efficient
means to prevent this from happening.

Educated and responsible operators. Human mistakes
are an important source of accidents. An efficient coun-
termeasure is to educate workers, authorize them to tem-
porarily stop processes they consider to be acutely dan-
gerous, and encourage them to take initiatives to
improve safety.

Incidence reporting. Experience from air traffic and
nuclear energy shows that systems for reporting and ana-
lyzing safety incidents are an efficient means to prevent
accidents. Systems for anonymous reporting facilitate
the reporting of human mistakes.

Safety management. Safety can be achieved only in
an organization whose top management gives priority to
safety and aims at continuous improvement.

SVEN OVE HANSSON

SEE ALSO Airplanes; Automobiles; Awiation Regulatory
Agencies; Building Destruction and Collapse; Engineering
Ethics; Fire; Regulatory Toxicology; Robot Toys; Safety
Factors.
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SAFETY FACTORS

A safety factor (also called an uncertainty factor or
assessment factor) is a number by which some variable
such as load or dose is multiplied or divided in order to
increase safety. Safety factors are used in engineering
design, toxicology, and other disciplines to avoid various
types of failure.

The sources of failure that safety factors are
intended to protect against can be divided into two
major categories: (a) the wariability of conditions that
influence the risk of failure, such as variations in the
strength of steel and in the sensitivity of humans to
toxic substances, and (b) the wuncertainty of human
knowledge, including the possibility that the models
used for risk assessment may be inaccurate.

Encyclopedia of Science, Technology, and Ethics
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Safety factors are used to obtain a safety reserve, a
margin between actual conditions and those that would
lead to failure. Safety reserves can also be obtained
without the use of explicitly chosen safety factors.

At least since antiquity, builders have obtained
safety reserves by adding extra strength to their con-
structions. The earliest known use of explicit safety fac-
tors in engineering dates from the 1860s. In modern
engineering, safety factors are used to compensate for
five types of failure:

(1) higher loads than those foreseen,
(2) worse properties of the material than foreseen,

(3) imperfect theory of the failure mechanism in
question,

(4) possibly unknown failure mechanisms, and
(5) human error in design or calculations.

The first two of these can in general be classified as vari-
abilities, whereas the last three belong to the category of
(genuine) uncertainty.

In order to be an efficient guide for safe design,
safety factors should be applied to all the integrity-
threatening mechanisms that can occur. For instance,
one safety factor may be required for resistance to plastic
deformation and another for fatigue resistance. A safety
factor is most commonly expressed as the ratio between
a measure of the maximal load not leading to the speci-
fied type of failure and a corresponding measure of the
applied load. In some cases it may be preferable to
express the safety factor as the ratio between the esti-
mated design life and the actual service life.

The use of explicit safety factors in regulatory toxi-
cology dates from the middle of the twentieth century.
In 1954 Arnold J. Lehman and O. Garth Fitzhugh, two
U.S. Food and Drug Administration (FDA) toxicolo-
gists, proposed that ADIs (acceptable daily intakes) for
food additives be obtained by dividing the lowest dose
causing no harm in experimental animals (counted per
kilogram body weight) by 100. This value of 100 is still
widely used. It is now often accounted for as being the
product of two subfactors: one factor of 10 for interspe-
cies (animal to human) variability in response to the
toxicity and another factor of 10 for intraspecies
(human) variability in the same respect. Higher safety
factors such as 1,000, 2,000, and even 5,000 can be used
in the regulation of substances believed to induce severe
toxic effects in humans.

The effect of a safety factor on the actual risk
depends on the dose—response relationship. If the risk is
proportionate to the dose (linear dose-response rela-

tionship), then the risk reduction will be proportionate
to the safety factor. If the dose-response relationship is
nonlinear, then the reduction in risk can be either more
or less than proportionate. Because the dose—response
relationship at very low doses is always unknown, the
exact effect of using a safety factor cannot be known
with certainty.

Natural organisms often have safety reserves that
can be described in terms of safety factors. Structural
safety factors have been calculated for mammalian
bones, crab claws, shells of limpets, and tree stems. Nat-
ural safety reserves make the organism better able to sur-
vive unusual conditions. Hence, the extra strength of
tree stems makes it possible for them to withstand
storms even if they have been damaged by insects. But
safety reserves also have their costs. Trees with large
safety reserves are better able to resist storms, but in the
competition for light reception, they may lose out to
tender and high trees with smaller safety reserves.

At least two important lessons can learned from
nature in this context. First, resistance to unusual loads
is essential for survival. Second, a balance will neverthe-
less always have to be struck between the dangers of
having too little reserve capacity and the costs of having
an unused reserve capacity. Perfect safety cannot be
obtained, but a chosen balance between safety and costs
can be implemented with the help of safety factors and
other regulation instruments.

SVEN OVE HANSSON

SEE ALSO Bioengineering Ethics; Engineering Ethics; Safety
Engineering.
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SAKHAROV, ANDREI

Theoretical physicist and the “father of the Soviet H-
bomb,” Andrei Sakharov (1921-1989), who was born in

Moscow on May 21, became a prominent human rights

1676

Encyclopedia of Science, Technology, and Ethics



SAKHAROV, ANDREI

Andrei Sakharov, 1921-1989. Sakharov, one of the Soviet Union’s
leading theoretical physicists and regarded in scientific circles as the
“father of the Soviet atomic bomb,” also became Soviet Russia’s
most prominent political dissident in the 1970s. (© Bettmann/
Corbis.)

activist and the first Russian to win the Nobel Peace
Prize.

Sakharov’s father was a physics teacher and popular
science author. World War II shortened his study of
physics at Moscow University. After two years of work
in a munitions factory, in 1945 he went on to graduate
study in theoretical physics under Igor Tamm (1895-
1971). In 1948 the Soviet government assigned Tamm’s
group, including Sakharov, to research the feasibility of
a thermonuclear bomb. In a few months Sakharov sug-
gested a new idea that was instrumental in the develop-
ment of the first Soviet thermonuclear bomb (which
was tested in 1953). In 1951 he pioneered the research
of controlled thermonuclear fusion that led to the toka-
mak reactor. He was also the main developer of the full-
fledged Soviet H-bomb tested in 1955: Unlike the 1953
design, the yield of the 1955 design was potentially
unlimited. He was amply rewarded by ‘the government,
with membership of the Soviet Academy of Sciences
(1953), three Hero of Socialist Labor medals (1954,
1956, and 1962), the Stalin Prize and Lenin prize, and a

luxury dacha, or villa.

In 1958 Sakharov calculated the number of casual-
ties that would result from an atmospheric test of the
“cleanest” H-bomb: 6,600 victims per megaton for
8,000 years. “What moral and political conclusions must
be drawn from these numbers?” he asked in an article
published that year. He answered: “The cessation of
tests will lead directly to the saving of the lives of hun-
dreds of thousands of people and will have the more
important indirect result of aiding in reducing interna-
tional tensions and the danger of nuclear war” (1958, p.
576). Sakharov was proud of his contribution to the
1963 test ban treaty, which stopped atmospheric nuclear
testing of the United States, the USSR, and the United
Kingdom.

In the 1960s Sakharov returned to pure physics. His
most important contribution was a 1966 explanation of
the disparity of matter and antimatter in the universe,
or baryon asymmetry. The major turn in Sakharov’s
political evolution took place in 1967 to 1968, when
antiballistic missile (ABM) defense became a key issue
in U.S.-Soviet relations. Sakharov wrote the Soviet lea-
dership to argue that the moratorium proposed by the
United States on ABM work would benefit the Soviet
Union, because an arms race in this new technology
would increase the likelihood of nuclear war. The gov-
ernment ignored his letter and refused to let him initiate
a public discussion of ABM in the Soviet press.

An insider’s view of how the upper echelons of the
Soviet regime functioned led Sakharov to the conclu-
sion that the goals of peace, progress, and human rights
were inextricably linked. He made his views public in
the 1968 essay “Reflections on Progress, Peaceful Coex-
istence, and Intellectual Freedom,” published in samiz-
dat (underground self-publishing in the Soviet Union)
and in the West in the summer of 1968. The secret
father of the Soviet H-bomb emerged as an open advo-
cate of peace and human rights.

Sakharov was immediately dismissed from the mili-
tary-scientific complex. He then concentrated on theo-
retical physics and human rights activity. The latter
brought him the Nobel Peace Prize in 1975 and internal
exile in 1980, after he had been stripped of all honors
including the title of Hero of Socialist Labor. In 1985
the European Parliament established
Sakharov Prize for Freedom of Thought, given for out-
standing contributions to human rights.

the annual

In December 1986 the new Soviet leader Mikhail
Gorbachev (b. 1931) released Sakharov from internal
exile. Upon his return he enjoyed three years of free-
dom, including seven months of professional politics as

Encyclopedia of Science, Technology, and Ethics
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a member of the Soviet parliament. The latter were the
last months of his life.

For many years Sakharov lived intoxicated by socia-
list idealism. He later said in his memoirs that he “had
created an illusory world to justify”
himself. Totalitarian control over information enabled

subconsciously . ..

Soviet propaganda to brainwash even the most intelli-
gent. Sakharov wanted to make his country strong
enough to ensure peace after a horrible war. Experience
brought him to a “theory of symmetry”: All govern-
ments are bad and all nations face common dangers. In
his dissident years he realized that the symmetry
“between a normal cell and a cancerous one” could not
be perfect, although he kept thinking that the theory of
symmetry did contain a measure of truth.

Sakharov saw “striking parallels” between his own
life and the lives of the two American physicists Robert
Oppenheimer (1904-1967) and Edward Teller (1908—
2003), who crossed in the “Oppenheimer Affair”
(1953-1954). Sakharov did not believe that he had
“known sin,” in Oppenheimer’s expression, by creating
nuclear weapons. Nor did he try to persuade the govern-
ment, as did Teller, of the need for a hydrogen bomb.
Having disagreed with Teller on the prominent issues of
nuclear testing and antimissile defense (e.g., the “Star
Wars” program), Sakharov, nevertheless, believed that
American physicists had been unfair in their attitude
toward Teller following his clash with Oppenheimer.
Sakharov felt that in this “tragic confrontation of two
outstanding people,” both deserved equal respect,
because “each of them was certain he had right on his
side and was morally obligated to go to the end in the
name of truth” (Memoirs).

For Sakharov the statement that “the future is
unpredictable” was meaningful far beyond quantum
physics. It supported his personal responsibility for the
future of humanity. For him knowledge was not only
power but also professional and moral responsibility.

GENNADY GORELIK
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SANGER, MARGARET

Margaret Sanger (1879-1966), born in Corning, New
York on September 14, was an internationally renowned
leader in the movement to secure reproductive rights for
women. Founder of the first birth-control clinic in the
United States and later, of the Planned Parenthood Fed-
eration of America and the International Planned Par-
enthood Federation, Sanger was a controversial figure
with militant feminist and socialist views, working for
change in areas of strong traditional values and cultural
resistance.

Sanger was the sixth of eleven children born to a
devout Catholic Irish-American family. To escape what
she saw as a grim class heritage, she worked her way
through school and chose a career in nursing. Although
she married and had three children, Sanger maintained
an intellectual and professional independence. She
immersed herself in the radical bohemian culture of
intellectuals and artists that flourished in New York
City’s Greenwich Village. She also joined the Women’s
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Margaret Sanger, 1879-1966. The pioneering work of this
American crusader for scientific contraception, family planning, and
population control, made her a world-renowned figure. (The Library
of Congress.)

Committee of the New York Socialist Party and partici-
pated in labor strikes organized by the Industrial Work-
ers of the World.

Working with poor families on the Lower East Side
of New York City, Sanger increasingly focused her
attention on sex education and women’s health and
reproductive rights. She argued that a woman’s right to
control her own body was the foundation of her human
rights, that limiting family size would liberate working-
class women from the economic burdens associated with
unwanted pregnancies, and that women are as much
entitled to sexual pleasure and fulfillment as men.

Sanger’s ideas have remained controversial. Those
who oppose family planning point to her adherence to
certain popular ideas of her time as proof that the move-
ment is fundamentally flawed. Sanger advocated birth
control as a means of reducing genetically transmitted
mental and physical defects, even going so far as to call
for the sterilization of the mentally incompetent. But
her thinking differed significantly from the reactionary
eugenics that eventually became the centerpiece of the

Nazi party platform. Sanger never condoned eugenics
based on race, class, or ethnicity, and in fact her writ-
ings were among the first banned and burned in Adolf
Hitler’s Germany.

Sanger called for the reversal of the Comstock Law
and related state laws banning the dissemination of
information on human sexuality and contraception. In
1914, indicted for distributing a publication that vio-
lated postal obscenity laws, she fled to England, where
she was deeply influenced by the social and economic
theories of Britain’s radical feminist and neo-Malthusian
intelligentsia. Separated from her husband and explor-
ing her own sexual liberation, Sanger had affairs with
several men including the psychologist Havelock Ellis
(1859-1939) and the author and historian H. G. Wells
(1866-1946). She returned to the United States in
1915 to face the charges against her, hoping to use her
trial to capture media attention. But the sudden death
of her five-year-old daughter generated public sympathy,
and the government dropped the charges. She then
embarked on a national tour and was arrested in several
cities, attracting even greater publicity for herself and
the birth-control movement.

Sanger founded a number of important organiza-
tions and institutions to advance the cause of reproduc-
tive rights. In 1916 she opened the first birth-control
clinic in the United States in the Brownsville section of
Brooklyn, New York. Nine days later, Sanger and her
staff were arrested. She then opened a second clinic, the
Birth Control Clinical Research Bureau, staffed by
female doctors and social workers, which became impor-
tant in collecting clinical data on the effectiveness of
contraceptives. In 1921 Sanger founded the American
Birth Control League, which later merged with the
Birth Control Clinical Research Bureau to form the
Birth Control Federation of American, forerunner of
the Planned Parenthood Federation of America. In
1930 she founded a clinic in Harlem, and she later
founded “the Negro Project,” serving African Ameri-
cans in the rural South. Of Sanger’s work, Martin
Luther King Jr. (1929-1968) said, “the struggle for
equality by nonviolent direct action may not have been
so resolute without the tradition established by Margaret
Sanger and people like her.”

After World War I, Sanger shifted her concerns to
global population growth, especially in the Third
World. She helped found the International Planned
Parenthood Federation, serving as its president until
1959. Sanger helped find critical development funding
for the birth-control pill and fostered a variety of other
research efforts including the development of spermici-
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dal jellies and spring-form diaphragms. She died only a
few months after birth control became legal for married
couples, a 1965 decision that reflected the influence of
Sanger’s long years of dedication to radical, visionary
social reform.

JENNIFER CHESWORTH
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SCANDINAVIAN AND
NORDIC PERSPECTIVES

The term “Scandinavia” traditionally includes the so-
called Scandinavian countries Denmark, Norway and
Sweden. Sometimes “Scandinavia” is given a broader
definition that also covers the two remaining “Nordic”
countries Finland and Iceland. The Scandinavian and
Nordic countries are highly industrialized countries that
have attempted to combine economic development
with social welfare and democratic planning. Technolo-
gical change has been considered in relation to compet-
ing values and interests, and ethics has played a role in
this context.

The development of technology and ethics in Scan-
dinavian and Nordic countries is characterised by some
general trends that are very similar to Denmark, Nor-
way, Sweden, Finland and Iceland. Traditionally there
has been a lot of scientific and cultural exchange among

these countries and therefore one finds similar theoreti-
cal trends and movements among the Nordic countries.
In particular can be mentioned positivistic and instru-
mental positions, Marxistic postions, positions from
applied ethics traditions, critical environmental posi-
tions, and positions from postmodern continental
philosophy.

Historical Background

The most famous case of science and technology ethics
in the Nordic countries is the criticism of the Danish
physicist and Nobel Prize winner Niels Bohr (1885-
1962). Bohr was paradoxically one of the physicians par-
ticipating in the “Manhattan Project” during World
War II that lead to the creation of the nuclear bomb.
Bohr has said that it was only after that the United
States dropped the bomb on Hiroshima and Nagasaki
that he fully became aware of the ethical responsibility
of science (Rendtorff 2003). After he realized the deadly
consequences of the use of nuclear bombs Bohr became
an active opponent of nuclear arms and he sent several
letters to the United Nations urging avoidance spread of
nuclear mass destruction weapons and prevention of a
nuclear war.

Although many Nordic scientists joined Bohr in his
criticism of the military use of science and technology,
the spirit of science and technology during the first part
of the twentieth century was in general determined by a
belief in the norms of science as universal and neutral
creation of knowledge for the benefit of humankind.

During the 1960s there was a general belief in tech-
nology in the Scandinavian and Nordic countries. This
period was characterized by a strong belief in the pro-
gress of science and technology. The spirit of research
was instrumental, pragmatic and positivistic. In the
1970s, however, many critical movements emerged. In
particular, many Marxist criticisms of technology were
published. Marxist critiques treated technology as an
aspect of the increasing oppression of people by a capi-
talist society. Marxist positions were influential because
they contributed to the establishment of classes on
society and technology in many universities.

The well known Finnish philosopher Georg Henrik
von Wright published a path-breaking critical work in
technology ethics in 1986, one of the most important
contributions to technology ethics in Finland and per-
haps also in the rest of the Nordic countries. In his book
about science and rationality the basic argument is a
deep scepticism towards the possibilities of humanity to
deal with technological progress and its problems. A
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true humanism must be based on a deep understanding
of human nature and the acceptance of the natural lim-
its on human activities and the interventions of beings
in their natural and cultural environment (von Wright

1986).

In Denmark there have also been many publica-
tions on the limits of growth. The theologian Ole Jen-
sen (1976) wrote I Vakstens Vold (Submitted to growth)
on that subject and the philosopher Villy Sgrensen and
colleagues (1978) proposed a discussion aimed at over-
coming the Marxist opposition to the role of technology
in society and proposing a new vision of a society in har-
mony with technology.

In addition to Marxist positions there emerged a
strong ecological movement focusing on the negative
environmental consequences of science and technology
in an industrial society. Discussions of environmental
ethics were extensive, and in Norway the deep ecology
movement represented by the philosopher Arme Naess
(1976) proposed a paradigm of the relationship between
humankind influential

and nature that became

worldwide.

During the 1980s the Danish philosopher Peter
Kemp attempted to integrate the humanities and tech-
nology. Drawing on the philosophies of Hans Jonas
(1903-1993), Paul Ricoeur (b. 1913) and Emmanuel
Levinas (1906-1995), he argued for a symbiotic rela-
tionship between the two cultures and an ethics of tech-
nology in The Irreplacable (1991), which was his second
doctoral habilitation at the university of Goteborg.

Bioethics

During the 1990s the focus shifted from technology
ethics to bioethics and medical ethics. In Norway a
debate on principles resulted from discussions about the
national biotechnology legislation that was enacted at
the beginning of the decade. The Norwegian parliament
invented the concept of “mixed ethics,” a collection of
deontological, utilitarian, and cultural approaches, as
the basis for biotechnology legislation. Sweden discussed
these matters in the framework of the Swedish Council
for medical ethics, an advisory body to the Swedish
government.

In Norway technology ethics and bioethics were
integrated in the so-called Ethics Research program of
the Norwegian Government, which opened opportu-
nities for many doctoral candidates to start a carrier in
technology ethics. That program also involved strength-
ening bioethics research. The professor of medical ethics
Jan Helge Solbakk (1994) was influential in developing

medical ethics in that country on the basis of the work
of one of the founders of Norwegian medical ethics,

Knud-Erik Trangy (1992).

In Sweden utilitarian bioethics was defended by the
consequentialist Torbjorn Tjansde, who became a pro-
fessor of philosophy in Stockholm. Tjansoe has radical
views on bioethics and once was a dogmatic Marxist. A
Kantian position in favor of human dignity has been
defended by Matts Hannson (1991), who is the director
of the Swedish ELSA program (Ethical, Legal, and
Social Aspects of genetic technologies) based in
Uppsala. In addition, there is an influential interdisci-
plinary research unit on bioethics and technology ethics
at Linkoping University, where the Danish professor

Thomas Achen has worked on gene technology and law
in Scandinavia (Achen 1997).

In Denmark discussions of bioethics emerged from
debates in the Danish Council of Ethics, which was
established in 1987. Two research programs that were
sponsored by five Danish Research Councils in 1993
were especially important in the development of the
bioethics research environment in that country.

The first program, Gran (Foundations and Applica-
tions of Bioethics) explored the foundations and appli-
cations of ethics and collaborated closely with the Dan-
ish Council of Ethics by arranging hearings about
bioethics issues. Svend Andersen, a professor of theol-
ogy at the University of Aarhus, who had been one of
the first members of the Danish National Council of
Ethics, directed this research project. The Danish philo-
sopher and theologian Knud Ejler Lggstrup was the
inspiration for Andersen’s position on theoretical ethics.
Andersen had also been responsible for an important
report on research ethics for the ministry of research in
1994 (Andersen 1994, Rendtorff 2003). However,
Andersen also collaborated with Peter Sandge, a conse-
quentialist who later worked on animal bioethics and in
1998 established a Center for Risk Assessment for
Human and Animal Biotechnology based in the Royal
Danish Vetenary School.

The second project, which was based in the Center
for Ethics and Law at the University of Copenhagen,
explored the relationship between biotechnology,
ethics, and the law. It also collaborated with the Danish
Council of Ethics in the organization of international
conferences on bioethics and biolaw. Peter Kemp, a
technology ethicist who in the 1980s had done work on
medical ethics, became the director of the center, which
published several works on bioethics and law. This pro-

ject applied a phenomenological approach to the ethics
of biotechnology (Rendtorff 1999). In addition, the
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Center for Ethics and Law was responsible for a Eur-
opean research project sponsored by the BIOMED-II
program of the European Commission, Basic Ethical
Principles in European Bioethcis and Biolaw, that led to
the publication of a two-volume research report
(Rendtorff and Kemp 2000). The report investigated
the ideas of autonomy, dignity, integrity, and vulner-
ability as guiding ideas for future European bioethics
and biolaw.

In Finland there has also been much public debate
about different issues of bioethics: abortion, euthanasia,
genetic engineering, inequalities in health, decline of
the natural environment, overpopulation, and scarcity
of medical resources. Like many European countries,
Finland has established a national council of ethics to
advise government about ethical issues in health care,
science, and technology. Academic debates about
bioethics in Finland has mostly been inspired by the
Anglo-American approaches in the field. The discus-
sions are characterized by confrontations between con-
sequentialist and deontological and right-based
approaches to applied ethics (Rendtorff and Kemp
2000).

Icelandic approaches to bioethics follow the same
patterns of confrontation between principles and prag-
maticism. Recent discussions have been focussed on the
development of an Icelandic biotechnology industry. A
thought-provoking case is the fact that the Icelandic
government has allowed a privately-owned enterprise to
make a bio-bank with blood samples and genetic infor-
mation from the 280,000 citizens of Iceland (Rendtorff
2003). The Icelandic genetic patrimony is unique
because of the small genetic variation within a homoge-
nous population; therefore there might be opportunities
to discover new knowledge about genetics. The firm
“decode” collaborates with international biotechnology
companies; they have procured a number of patents and
other rights to the genetic samples that constitute a
unique opportunity to do research in genetic basis of dis-
ease and possible improvement of medicines for treat-
ment of genetic diseases. Critical voices in the public
debate have argued that this common gene pool poses
serious problems of data protection, privacy, and anon-
ymity. Moreover, it is stated that the Icelandic govern-
ment has been too quick in allowing extended commer-
cialization of genetic information and private ownership
of blood samples from human bodies. However, this
debate about bio-banks and uses of genetic technologies
represent features that seems to be fairly common
among all the Nordic countries.

Technology Ethics

Parallel to the discussions in bioethics, a scholarly litera-
ture has evolved that is concerned with the relationship
of technology and society. In this literature attempts are
made to understand the interrelationships between
technological change and social concerns. The concept
of ethics also is important in this context, but it is not
always used in the strict philosophical sense of the word.

The Scandinavian and Nordic countries all have a
tradition of social planning. All three countries were
industrialized at a relatively late stage and at a slow
pace. This has allowed for peaceful processes of indus-
trialization with attention paid to the welfare state and
social welfare. As a consequence, labor unions, among
other groups, have played a crucial role in social devel-
opment and various traditions of democracy and welfare
planning have evolved that have a strong influence on
Scandinavian societies.

This may explain why several issues in ethics, social
policy, and technology have been formulated in a rela-
tively constructive and formative rather than reactive
way. In the initial stages two scholarly traditions seemed
important: working life science and a critique of
technology.

WORKING LIFE SCIENCE. This tradition began in the
late 1960s. In 1971 the Norwegian Iron and Metal
Workers” Union initiated an important project with
Kresten Nygaard that dealt with planning methods for
the trade unions (Fuglsang 1993). The aim of the pro-
ject was to strengthen the trade unions’ influence on
new computer technologies. In 1975 the Swedish
National Federation of Labour Unions (LO) sponsored
a similar project, DEMOS, which dealt with democratic
control and planning in working life. The aim of the
project was to support workers’ influence on the new
technology. In Denmark Project DUE, which dealt with
democracy, development, and data processing, was
initiated. Some of these projects were inspired in part by
Harry Braverman’s work on the degrading and control-
ling aspects of work (Braverman 1976), but their aim
clearly went beyond Braverman’s objectives. They were
not limited to studying the negative consequences of
technology but instead were intended to formulate an
approach to a constructive development of technology.

One of the computer scientists who took part in
those discussions, Pelle Ehn, published a book explain-
ing these aims (Ehn 1988). In that book the Scandina-
vian approach was seen as standing in opposition to the
so-called approach, a
approach in which social and technical systems were

sociotechnical functional
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understood as being interdependent. By contrast, in
Ehn’s view workers should be able to participate directly
in the development of computer system:s.

CRITIQUE OF TECHNOLOGY. This tradition evolved
from a combination of philosophical and sociological
approaches. In Norway, Arne Nzss developed his eco-
philosophy, which was concerned, among other things,
with the inability of engineers to take into consideration
the wholeness of humankind and nature in which they
were situated (Naess 1976). Sigmund Kvalgy (1976)
developed a critique of the complexity of industrialism.
The sociologist Dag Dsterberg (1974) was concerned
with the way in which technology could be understood
as materialized social relations interacting with human
activity.

In Denmark, Hans Siggard Jensen and Ole Skovs-
mose published a critique of technology in which they
argued for a nonteleological or deontological ethical
approach to technology (Jensen and Skovmose 1986).
They positioned themselves in relation to the work of
the philosophers Immanuel Kant (1724-1804) and Jiir-
gen Habermas (b. 1929). Anker Brink Lund, Robin
Cheesman, and Oluf Danielsen published a book in
which they criticized technocratic approaches, particu-
larly in the area of electronic media, and pointed to pos-
sibilities for a more democratic model of technological

change (Lund et al. 1981).

Tarja Cronberg (1987) has developed a distinct
approach to technology that focuses on the relationship
of technology and everyday life. Cronberg came to see
Danish social experiments with technology as a kind of
laboratory for dialogue and research inspired by phe-
nomenological approaches and critical theories of com-
munication (Habermas 1984).

In Sweden, Andrew Jamison and Aant Elzinga have
tried to work out historical perspectives on science and
technology policy. They also stress the impact of culture
(Elzinga and Jamison 1981). Jamison (1982) has been
interested in the concept of “national styles” in an
attempt to determine how national culture plays a for-
mative role in relation to science and technology; this is
implicitly a deontological approach.

The two initial traditions of working life science
and technology critique have been conducted in various
ways in small scholarly communities. In computer
science the tradition of working life science has
involved differing understandings of computer design
and human-computer interactions. The journal Compu-
ter Supported Cooperative Work has been important in
this work. An influential semiethical orientation in

Scandinavian computer design is “activity theory,”
which is present in the work of the Danish working life
scientist Susanne Bgdker. Technology is seen as a tool
that mediates between an individual and a social object
or social role in an organization. For this relationship to
become meaningful, it is necessary to design and inte-
grate computer programs in an artful way. In Finland,
this tradition of activity theory has become a very
important contribution to work development research
through the work of Yrj6 Engestrém (Engestrom et al.
1999) and his Centre for Activity Theory and Develop-
mental Work Research at the University of Helsinki.

A critique of technology seems not to have devel-
oped in a systematic way in Scandinavian philosophy.
Some works have been published, but they have not led
to the development of distinct philosophical traditions.
At the Department of Management, Politics and Philo-
sophy in the Copenhagen Business School in Denmark
some scholars have developed the notion of “ethical
budgets” and values-driven management for firms,
which seems to be related to technology and ethics (Ole
Thyssen 1997), and other philosophical contributions
in the areas of ethics, innovation, and technology have
been produced.

In Finland, a tradition of engineering ethics and
responsibility of scientists has developed through such
organizations as the Finish nongovernmental organiza-
tion Technology for Life, and the Association of Swed-
ish-Speaking Engineers in Finland, which has created a
code of ethics for its members. Attempts are here made
to sustain civil courage and find ways for engineers to
demonstrate loyalty to third party (the future, the nat-
ure, humankind) rather than merely to business or
within professions. Engineering ethics is taught in some
engineering schools and technical universities in the
Scandinavian countries even though these courses are
not, or at most are seldom, compulsory. At the Helsinki
University of Technology, a one-year course has been
created with the help of Technology for Life.

Science, Technology, and Society Studies

A small tradition of science and technology studies
(STS) has developed primarily in the three Scandina-
vian countries (Denmark, Norway, Sweden). It has, in
parallel with working life science, attempted to focus
more on the development of than on the impact of
technology. In Norway two STS institutions have been
created that serve as examples of this work.

One is the Center for Technology and Human
Values (now the Centre for Technology, Innovation
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and Culture), which was headed by Francis Sejersted in
the period 1988-1998. Sejerstedt (1993) examined how
a special form of capitalism has developed in Norway
that is anchored in democratic, egalitarian, and local
values in contrast to Chandler’s (1990) notions of cor-
porate and competitive capitalism in Germany and Uni-
ted States. Other researchers at this institution have
shown how the transfer of technology to Norway as well
as innovation processes can be seen as being intertwined
with regional social structures and local values, leading
to special forms of localized innovation (Wicken 1998).

A second STS institution is at the Norwegian Uni-
versity of Science and Technology in Trondheim,
headed by Knut H. Sgrensen. In his research Sgrensen
has been occupied with studying what he calls the
domestication and cultural appropriation of technology
in everyday life, which may be seen as part of a deonto-
logical, nonteleological tradition (Lie and Sgrensen

1996, Sgrensen 1994, Andersen and Sgrensen 1992).

In Sweden several STS units have been created,
such as Tema T in Linképing and Science and Technol-
ogy Studies at Goteborg University. Those groups con-
duct research on various aspects of technology and
ethics, such as the role of expertise, technology in every-
day life, technology and gender, technology and iden-
tity, technology and large technological systems, and
public engagements with science.

These institutions focus largely on technology devel-
opment rather than the consequences of technology, and
in terms of ethics they may be seen to underline mostly
a deontological approach in which social values come
first and technology comes second.

In Denmark and later in Norway a tradition of tech-
nology assessment has developed. The most important con-
tribution in this field is probably the Danish “consensus
conference,” which involves laypeople in the ethical
assessment of technology. The laypeople are appointed
much as a jury is appointed in a court. They question
experts during a three-day session. Afterward they with-
draw and formulate a verdict in the form of a consensus
report. This approach can be associated with a nonteleolo-
gical or deontological approach to ethics and technology.

Ethics of Science

In Scandinavia debates on the ethics of science have
involved research on both ethics in technology and
bioethics research. However, only with the establish-
ment of specific committees for the ethics of science has
this become an integrated part of work on the ethics of
technology.

In Denmark the ethics of science was prominently
present in the medical research community, which had
to deal with serious problems with scientific fraud. The
central committee on the ethics of science was influen-
tial in resolving problems among scientists with regard
to this issue.

In 1998 the Danish Committee on Scientific Fraud
and Integrity in Science (Udvalgene Vedrgrende
Videnskabelig Redelighed) was established as a subcom-
mittee to the national committee for medical research.
This committee formulated a number of rules for the
ethics of science and publication ethics. The committee

was allowed to process individual complaints against
scientists (Rendtorff 2003, p. 63).

In this context, an intense debate about the ethics
of science emerged as a reaction to the work of the poli-
tical scientist Bjgrn Lomborg (2002), director of a newly
established Institute for Assessment of Environmental
Protection. Lomborg had argued that most of the envir-
onmental sciences had been too pessimistic with regard
to their conceptions of the dangers of an environmental
crisis. Lomborg’s work was brought to the committee in
2002 by a number of scientists who complained that
Lomborg was guilty on scientific fraud because they did
not believe in his methods and research results. It was
argued that Lomborg did not work with a satisfactory
scientific method. Lomborg had illustrated his argument
with statistical material, and many ecological scientists
thought that this constituted scientific fraud because he
used statistical material to illustrate arguments that,
according to the ecologists, could not be defended on
those grounds. Lomborg’s opponents argued that Lom-
borg’s book could not be regarded as science, but rather
as a contribution to the public debate. Moreover, it was
argued that Lomborg as a social scientist did not have
sufficient knowledge, which led to incorrect and hasty
conclusions. The Committee on Scientific Rraud and
Integrity investigated the issue, based on dialogue with
international experts, and in spring 2003 (Rendtorff
2003, p. 9-10) Lomborg was judged by the committee to
have committed not subjective but objective scientific
fraud; according to the committee, he did not under-
stand his research subject. This led to a violent debate
about environmental technology in Denmark, and after
that time the ethics of science became a very widely dis-
cussed subject.

In January 2004 the Ministery for Research of the
Danish liberal-conservative government intervened.
They came up with a very critical assessment of the
decision in the Lomborg case. However, the Ministery
wanted to protect people who were charged of scientific
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fraud; it therefore did not accept the decision of the
Committee for Scientific Fraud in the Lomborg case. So
Lomborg, in the end, was not convicted of scientific
fraud and the official inquiry ended in January 2002.
But even though the case of Lomborg did not get a clear
closing and decision about whether it really was a case
of scientific fraud, it illustrates many of the basic dilem-
mas of the ethics of science in Scandinavian countries:
problems of the definition of scientific fraud and the
integration of the public in scientific debates.

LARS FUGLSANG
JACOB DAHL RENDTORFF
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Sgren; Marxism; Science, Technology, and Society Studies;
von Wright, Georg Henrik.
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SCHWEITZER, ALBERT

Albert Schweitzer (1875-1965) was born in Kaysers-
berg, Germany (now part of France) on January 14, and
became a theologian, physician, musician, and philoso-
pher whose ethical theory argued the centrality of rever-
ence for life. After a doctorate in philosophy from the
University of Strasbourg (1899), Schweitzer received
his licentiate in theology (1900), and from 1901 to
1912 held administrative posts in the Theological Col-
lege of St. Thomas. In 1913, having earned an M.D.
degree, he founded a hospital at Lambaréné, French
Equatorial Africa (now Gabon). As a German citizen,
he became a French prisoner during World War I, but
returned to Lambaréné in 1924, where he spent the
remainder of his life expanding, administering, and
improving the hospital. Recipient of the 1952 Nobel
Peace Prize, Schweitzer worked during his later years in
the struggle to end the proliferation and testing of
nuclear weapons. He died on September 4 and was bur-
ied at Lambaréné.

From Music to Philosophy

In 1905 Schweitzer, an accomplished organist, wrote a
biography of Johann Sebastian Bach (1685-1750), and
in 1906 The Quest of the Historical Jesus established him
as a theological scholar. As a Christian, his faith guided
his life as a physician at Lambaréné, where he unself-

Albert Schweitzer, 1875-1965. Schweitzer was a German religious
philosopher, musicologist, and medical missionary in Africa. He was
known especially for founding the Schweitzer Hospital, which
provided unprecedented medical care for the natives of Lambaréné

in Gabon. (AP/NYWTS/The Library of Congress.)

ishly treated thousands of patients, including lepers.
Although successful in diverse fields, Schweitzer consid-
ered his contributions to philosophy to be his most
important achievements.

Schweitzer’s philosophy of culture and ethics sought
to reorient material progress toward humanity as a nor-
mative ideal. In his The Decay and the Restoration of Civi-
lization (1923) and Civilization and Ethics (1923)—
brought together in The Philosophy of Civilization
(1949)—Schweitzer interpreted World War I as the sign
of a deep-rooted crisis of European culture. The Enlight-
enment ideals of progress and rationality had decayed
and lost their ability to control the trajectory of science
and technology. Philosophy and religion no longer pro-
vided intellectual and spiritual guidance. Human powers
had outstripped human capacities for reason.

This asymmetry between human powers and the
ability to wisely constrain and channel those powers for
compassionate action underpinned Schweitzer’s ethics.
In Civilization and Ethics, he writes:
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The disastrous feature of our civilization is that it
is far more developed materially than spiritually.
... Through the discoveries which now place the
forces of Nature at our disposal in such an unpre-
cedented way, the relations to each other of indi-
viduals, of social groups, and of States have under-
gone a revolutionary change.... Advances in
knowledge and power work out their effects on us
almost as if they were natural occurrences. ...
Paradoxical as it may seem, our progress in knowl-
edge and power makes true civilization not easier

but more difficult. (pp. 86-87)

He did not conceive of his own ethical theory as
completely novel, but rather as the revitalization and
reformation of the ethical legacy of humanity in the
twentieth century. His goal was to restore the binding
character of humanity and humanitarianism as the com-
mon assets of world civilizations. Schweitzer drew not
only from the Christian commandment of love but also
from Asian philosophies. He held that his main princi-
ple of “devotion toward life born from reverence for
life” was a plausible ethical guideline for any individual
regardless of his or her culture or religion.

In contrast to the rational a priori approach of
Immanuel Kant (1724-1804), Schweitzer grounded his
ethics in the experience of life as an empirical hypoth-
esis, and is in this sense closely related to Friedrich
Nietzsche (1844-1900) and Arthur Schopenhauer
(1788-1860). Reflecting upon life in this way, Schweit-
zer believed, would lead to the perspectives of reverence
and responsibility. An experience of one’s own “will to
life,” and the effort to avoid pain and seek pleasure,
rationally compels an individual, under the auspices of a
quasi-Kantian truthfulness, to acknowledge the same
volition in others (see Meyer and Bergel 2002). This
consciousness of being connected with other lives
demands that people respect the moral rights of others,
including plants and animals.

Schweitzer’s ethics is contextual and situation-
oriented and leads to a practical law that serves “con-
crete” humanity. He does not require an unbounded
ethical responsibility beyond one’s capability, but rather
insists that it is most important to practice reverence for
life within one’s scope of action. He believed “abstrac-
tion is the demise of ethics” and that concrete humanity
should always be promoted.

Ethics and Technology

Schweitzer was aware that life presented conflicting
demands and that technological and scientific develop-
ments in modern civilization posed difficult challenges

for practical responsibility. Yet he did not believe that
this warranted the construction of dubious hierarchies
and theoretical rankings of values that only solve pro-
blems in the abstract. His ethics does not promise a
methodical and self-evident solution to difficult pro-
blems. Instead, the principle of reverence for life should
be used as a general guideline for the process of critical
thinking.

Schweitzer’s ethics serves as a compass in the com-
plex geography of modern problems to orient practical
action toward responsibility and reverence for life. In
his autobiography, Out of My Life and Thought (1990),
Schweitzer describes the moment when the concept of
reverence for life dawned upon him as he traveled
through an African jungle in September 1915. He
remembers, “Late on the third day, at the very moment
when, at sunset, we were making our way through a herd
of hippopotamuses, there flashed upon my mind, unfore-
seen and unsought, the phrase ‘reverence for life.” ...
Now I had found my way to the principle in which affir-
mation of the world and ethics are joined together!” (p.
155).

Although he did not develop a special ethics for
science and technology, Schweitzer’s humanitarianism
and reverence for life can be easily transferred to the
moral problems in this field. For instance, he argued
that because nuclear technology could not be con-
trolled, it could by the same token not be responsibly
used—a position that would, of course, have to be quali-
fied by specific situations and contexts (Schweitzer
1958). In general, Schweitzer’s advice for solving ethical
problems, including those presented by science and
technology, was to rely on and use practical reasoning,
individual responsibility, and the ideal of concrete
humanity.

CLAUS GUNZLER
HANS LENK

SEE ALSO Development Ethics; Environmental Ethics; Life.
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SCIENCE AND ENGINEERING
INDICATORS

Science and Engineering Indicators is a term referring
to efforts to measure the pursuit, support, and perfor-
mance of science and engineering on scales that geogra-
phically extend from the local to the international.
Their goal is usually to help direct policy programs in
research, education, and industrial support.. The most

prominent and celebrated of these is Science and Engi-
neering Indicators (referred from here on as Indicators)
published every two years in the United States by the
National Science Board (NSB). NSB is the body that
oversees the budget and policies of the National Science
Foundation (NSF) and the report itself is prepared by
NSF’s Science and Resources Directorate.

As an NSF publication, Indicators was conceived
after Congress, in 1968, broadened the NSF Charter to
include more engineering and social sciences in the
agency’s support portfolio. Legislators desired a sense of
the impact government support for research was having
on the “health” of the national research system, and
NSF, which already had an active statistics branch,
broadened its ambitions to large-scale endeavors.

The first Indicators report was issued in 1972 as sim-
ply “Science Indicators” and ever since it has been the
worldwide standard reference and model for the statisti-
cal treatment of science, engineering, and technology.
Engineering appeared in its name in 1986 when the NSF,
under Congressional pressure, sharply raised its budget
for engineering research and elevated its interest in sup-
porting partnerships between U.S. universities and
industry.

No mandate, however, was established for assessing
the social and economic impact of science and engi-
neering. Editors of Indicators have been conscious of and
curious about returns on government research invest-
ment. But they believe the report is already extensive
enough and that performance indicators that assess such
outcomes are, and always were, imposingly difficult
areas to measure. Quantified data will probably always
constitute the core of the Indicators endeavor.

As the research system has grown and changed over
the years, Indicators has evolved in style, content, and
presentation. The 1976 edition, reflecting a relatively
simple time in the measurement of science and technol-
ogy for policy, contained chapters titled “International
Indicators of Science and Technology,” “Resources for
Research and Development,”
Research, Industrial R&D and Innovation,” “Science
and Engineering Personnel,” and “Public Attitudes
toward Science and Technology.”

“Resources for Basic

By comparison, the more voluminous and finely
rendered 2002 edition mirrored the rise of new technol-
ogies, the increasing globalization of science and tech-
nology, and the wider mingling of corporate, university
and government interests. Its chapters included “Ele-
mentary and Secondary Education,” “Higher Education
Science and Engineering,” “Science and Engineering
Workforce,” “Funding and Alliances in U.S. and Inter-
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national Research and Development,” “Academic

Research and Development,” “Industry, Technology,
and the Global Marketplace,” “Public Attitudes and
Public Understanding of Science and Technology,” and
a special chapter entitled “Significance of Information
Technology.” By the increasing specificity of the chap-
ter titles it was becoming clear that the Indicators editors
were being nudged toward treating the facts and figures
of science and engineering as more than self-referential
measures of the enterprise.

The 2004 edition extended the publication’s reach
by introducing a chapter on state-by-state research and
development statistics, mainly to reflect the importance
states place on science and engineering for their eco-
nomic development. But as to actual state-by-state out-
comes, Indicators once more begged off entering with
any sense of resoluteness an area in which statistics are,
to them, impossible to gather.

The era of the Internet has improved the currency
and relevance of Indicators. NSF has taken advantage of
Internet technology by continually updating the data in
its interactive online version. Thus, readers can no
longer object, as they would in the past, that the publi-
cation’s data were too out of date to be useful. Their
objection was a valid one for scholarship: Upon the date
of publication, many of Indicators data were often more
than a year out of date.

Identifying exactly what science, engineering, and
technology ought to indicate is a subject that is without
a consensus but is ripe for speculation, especially in the
ethical dimensions of the technical universe. Its chap-
ters draw conclusions and projections, but the publica-
tion largely leaves it to the readers to interpret what the
numbers mean. One certainty is that Indicators confirms
that science and technology have shown huge growth
both in complexity and scope since the report was first
issued, raising issues related to how scientific and tech-
nological change affect, and indeed can improve on,
human life.

As an information tool for ethical studies of science
and technology, the best that can be said is that Indica-
tors offers mountains of data for the taking—Ilevels of
funding by field of study, patent activity by universities,
size of university department, and so on. But if the ethi-
cal subject is conflict of interest by scientists in universi-
ties, for example, Indicators will provide enough data on
the extent of private funding for academic research, but
offer nothing in the way of, for example, numbers of
universities that require their faculties to adhere to a
code of behavior in dealings with industry. If the query
is numbers of litigation cases between universities and

corporations over intellectual property, again, Indicators
fails the test.

But on balance, a point can be reached where too
much is asked of a report that was always meant to be
statistical. Indicators is widely praised, universally used,
and admiringly emulated. The problem for users with an
interest in ethics and the social sciences is that the pub-
lication does not address societal and economic out-
comes, leaving the reader with the sense that science
mainly looks inward while growing in size and impor-
tance worldwide. As for technological growth, the
reader has no guidance for judging its relative social
benefits.

Science and engineering are such powerful forces
for change that their statistical treatment will continue
to evolve. Very little systematic research, however, has
been done to better reflect the vast ramifications of
science and technology on society and economies, rais-
ing the issue of what Indicators is in fact supposed to
indicate. The Organization of Economic Cooperation
and Development in Paris, established after World War
I1, began such metrics as part of the post-war reconstruc-
tion of Europe. The work of that organization continues
with its periodic reports on various fields of technology,
and their social and economic importance. And, of
course, other countries, as mentioned, confidently per-
sist in attempting to measure the social impact of
science and technology.

By 2005 every industrial country as well as the
twenty-five-member European Union (EU) had issued
its own science and engineering indicators. The EU,
Japan, and most of the large but less developed countries
such as Brazil, India, and China tended to stress the
societal dimensions as well as the purely statistical treat-
ment of science and technology. The popularity of Indi-
cators seems to support the notion that science and tech-
nology are increasingly indispensable tools of economic
progress and that countries more than ever feel the need
to keep pace with one another.

WIL LEPKOWSKI
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SCIENCE FICTION

From its beginnings as a literary genre science fiction
has displayed ambivalence toward the ethical implica-
tions of scientific discovery and technological develop-
ment. As a form of literature devoted in large part to
evoking the potential futures and possible worlds engen-
dered by mechanical innovation, science fiction (SF)
has emerged over the last century as the preeminent site
within Euro-American popular culture where the social
consequences of modern technology may be explored
creatively and interrogated critically.

As Brooks Landon has argued, SF “considers the
impact of science and technology on humanity” by con-
structing “zones of possibility” where that impact can be
represented and narratively extrapolated (Landon 1997,
pp. 31, 17). Landon’s understanding of the genre builds
on James Gunn’s definition of SF as the “literature of
change,” a mode of writing that investigates the out-
come of technological progress at a level “greater than
the individual or the community; often civilization or
the race itself is in danger” (Gunn 1979, p. 1). This
broad focus on the promises and perils of techno-scienti-
fic transformation requires a degree of concern, however
implicit, for its moral repercussions, and the best SF has
not shrunk from ethical engagement.

From Frankenstein to Brave New World

If, as several critics have argued, Mary Shelley’s Fran-
kenstein, or the Modern Prometheus (1816) was the first
true SF novel, the genre’s founding text provides a para-
digm of moral ambivalence toward the processes and
products of scientific inquiry. Driven by an urge to
unlock the secrets of nature, Victor Frankenstein is at
once the genre’s first heroic visionary and its first mad
scientist. Indeed, these roles are inseparable: Franken-
stein’s bold commitment to unfettered experimentation

makes him capable of both wondrous accomplish-
ment—the creation of an artificial person endowed with
superhuman strength and intelligence—and blinkered
amorality. Unable to contain or control his creation,
whose prodigious powers have been turned toward
destructive ends, Frankenstein comes to fear that he has
unleashed “a race of devils ... upon the earth, who
might make the very existence of the species of man a
condition precarious and full of terror” (Shelley 1982, p.
163). Frankenstein, through its many cinematic incarna-
tions, has bequeathed to contemporary popular culture
an enduring myth of science as an epochal threat for
humanity and a source of moral corruption.

Throughout the nineteenth century the maturing
genre continued to manifest that dualistic response: on
the one hand limning a world transformed by the relent-
less advance of modern science and industry and on the
other hand depicting the corrosive effects of that trans-
formation on traditional values and forms of life. Jules
Verne’s popular series of “Extraordinary Voyages,” with
their celebration of the wonders of technology, repre-
sented the former trend, whereas H.G. Wells’s darker
and more skeptical series of scientific romances, begin-
ning with The Time Machine (1895), epitomized the lat-
ter response. Although Verne’s Twenty Thousand Lea-
gues Under the Sea (1870) contains a kind of mad
scientist, Captain Nemo, he is more a misunderstood
genius than a figure of Frankensteinian evil, and his
futuristic submarine, the Nautilus, is more a marvel of
invention than a lurking monster. That powerful
machine may inspire fear, but this is the result of ignor-
ance rather than intrinsic threat. By contrast, the epon-
ymous character in Wells’s The Island of Dr. Moreau
(1896) is a power-mad fanatic whose creations, a horde
of human-animal hybrids, clearly descend from Franken-
stein’s fiendish invention. Twisted parodies of natural
forms, they point up the moral limitations of experimen-
tal science: Moreau’s brilliance can mold a beast into a
human semblance, but it cannot endow the result with
virtue or a functioning conscience.

Emblematic though he may be of the ethical predi-
cament of modern science, Dr. Moreau, like Victor
Frankenstein, is just one man, and an isolated one,
exiled on his island. In the twentieth century SF began
to explore the possibility that individual overreaching
might be generalized, wedding scientific novelty with
industrial mass production to generate in the ironic title
of Aldous Huxley’s novel, a Brave New World (1932).
Huxley’s satirical vision of a future in which babies are
grown in vats and emotions are managed technocrati-
cally by drugs and the mass media offers a wide-ranging
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Scene from the 1954 science-fiction film “Gog.” The human-vs.-robots theme is common in science fiction. (The Kobal Collection.)

indictment of a regimented society from which morality
has been purged in favor of a coldly instrumental scient-
ism. A triumph of scientific and social engineering,
filled with technological marvels, that false utopia is
ethically atrophied and spiritually void. Huxley’s depic-
tion of the dystopian implications of techno-scientific
development in the capitalist west were echoed in
Yvgeny Zamiatin’s We (1924), which projected a future
socialist Russia dominated by a grim totalitarianism.
Though capable of tremendous feats of industrial engi-
neering, this regime dehumanized its citizens, ruthlessly
suppressing their artistic impulses, their sexual drives,
and their moral aspirations.

A similar vision of simultaneous technological
achievement and moral impoverishment is offered in
Karel Capek’s R.U.R. (1920). That popular play coined
the term robots to describe the mass-produced workers
who, like Frankenstein’s monster, finally rebel against
their creators in an orgy of destruction. Capek’s robots,
like the test-tube babies in Huxley’s novel, are actually

synthetic humans rather than the clanking machines
their name implies. More conventional mechanical
creatures figure in SF texts of the 1920s and 1930s, the
most famous being the humanoid robot in Fritz Lang’s
Metropolis (1927), a sinister automaton used to manipu-
late and control the masses. In all its varieties the artifi-
cial person, following in the wake of Frankenstein, con-
tinued to provide a potent icon of moral ambivalence
within the genre: Physically and intellectually superior
creatures that symbolize at once the titanic capacities of
modern technology and the potential perfectibility of
humanity, they are ultimately soulless, wholly lacking in
moral will.

An American Affirmation

Not all SF produced during that period was equally pes-
simistic, however. In the United States a more techno-
philic strain developed, associated with popular pulp
magazines whose titles—Amazing, Astounding, Won-
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der—suggest their wide-eyed enthusiasm for technologi-
cal innovation. However, despite the celebratory tone
of much of that material, a more cautionary note some-
times was sounded; indeed, the best pulp SF carried for-
ward the ambivalence toward the moral implications of
scientific progress that the European tradition had
pioneered.

This attitude is especially visible in pulp SF depic-
tions of artificial persons, such as Isaac Asimov’s influ-
ential series of robot stories, published during the 1930s
and 1940s and eventually gathered into his book I,
Robot (1950). A large part of Asimov’s purpose in the
series is to overcome popular anxieties about mechani-
cal beings as uncontrollable Frankenstein’s monsters; to
this end he develops an ethical code—“The Three Laws
of Robotics”—that, hardwired into his robots’ brains,
ensures their virtuous behavior as protectors and ser-
vants of humanity. However, much of the narrative sus-
pense of the stories lies in the various contraventions of
the laws, with disobedient robots taking advantage of
conflicts within the moral norms governing their opera-
tion. Clearly, if left to their own devices (i.e., if not pro-
grammed with ethical precepts), the robots would, as in
Capek’s play, turn against humanity or at least refuse to
accept their own servile status. Another pulp writer,
Jack Williamson, pursued the logic of Asimov’s Three
Laws as moral safeguards to their reductio ad absurdam in
his story “With Folded Hands” (1947), in which robots
take their charge of protecting human beings from harm
so seriously that they prohibit all risk taking, mandating
comfort and safety through a regime of moralistic
totalitarianism.

Still, within American pulp SF these moments of
doubt about the ethical consequences of technological
advancement were far outweighed by a resolutely affir-
mative vision of the overall role of science in reordering
human life. John W. Campbell, Jr., who became the edi-
tor of Astounding in 1937 and presided over what has
come to be known as SF’s Golden Age in the subse-
quent decade, was famous for championing scientific lit-
eracy within the genre and embracing technocratic solu-
tions to social problems. In the pages of Astounding and
other SF pulps scientists and engineers emerged as an
intellectual elite; as John Huntington has argued, a
“myth of genius” (1989, p. 44) predominates, with read-
ers encouraged to identify with superior, powerful tech-
nocrats whose expertise and pragmatic skill presumably
transcend ethical doubts and hesitations. The writers
most closely associated with this upbeat vision were Asi-
mov, Robert A. Heinlein, and L. Sprague de Camp, all
of whom were trained scientists.

In Heinlein’s collection The Man Who Sold the
Moon (1950) an entrepreneurial genius single-handedly
pioneers space travel as a commercial venture, bypassing
government control. The ethical-political complica-
tions surrounding this move into space are neatly
evaded by associating moral questioning with bureau-
cratic inertia, a collective stagnation the confident capi-
talist transcends through bold individual action. De
Camp’s classic alternative-history novel Lest Darkness
Fall (1941) contains a similar portrait of intrepid genius
as a technologically adept time traveler from the twenti-
eth century visits ancient Rome, deploying his expert
knowledge to forestall the Dark Ages.

Such sweeping visions of techno-scientific accom-
plishment seemingly untroubled by ethical qualms were
characteristic of much Golden Age SF, although, as
Asimov’s robot stories showed, a lurking anxiety about
the potential perils of technological breakthrough could
not be dispelled entirely.

The Return to Questions

That lingering subtext rose to the surface in American
SF during the 1950s as the global repercussions of the
atomic bombings that ended World War Il began to be
perceived fully. New SF magazines such as Galaxy and
Fantasy and Science Fiction emerged as rivals to Astound-
ing, and the stories they featured began to question, if
not openly reject, Campbell’s staunch commitment to
the technocratic ideal. Although Astounding had pub-
lished stories dealing with the coming dangers of atomic
energy such as Lester Del Rey’s tense novella “Nerves”
(1942), which described an accident in a nuclear power
plant, those tales generally had depicted enlightened
engineers steadily learning to master the technology.
After the horrors of Hiroshima and in the throes of a
looming confrontation between rival superpowers armed
with high-tech weapons, American SF began to doubt
not only the moral competence of technocrats in their
stewardship of the atomic age but also the very capacity
of humanity to avert its self-destruction.

Still, as Paul Brians has argued, science seldom was
blamed for that awful crisis: “Many science fiction wri-
ters understood that the power of the new weapon
threatened civilization and perhaps human survival, but
they placed the responsibility for the coming holocaust
on the shoulders of politicians or military men and
argued that science still provided humanity’s best hope

for the future” (Brians 1987, p. 29).

Nonetheless, by showing the likelihood as well as
the catastrophic effects of global war, tales of nuclear
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holocaust strongly suggested that humans lacked the
ethical resources needed to control this powerful new
technology. For example, Judith Merril’s novel Shadow
on the Hearth (1950) focuses on the personal costs of
atomic devastation for one typical American family,
whose moral strength, although admirable, is insuffi-
cient in the face of a breakdown of civilized order. On a
broader scale A Canticle for Leibowitz (1960) by Walter
M. Miller, Jr., depicts a postholocaust culture governed
by a Catholic Church unable to forestall, because of to
the inherent sinfulness of human nature, a cyclical repe-
tition of nuclear disaster.

At the same time such stories were appearing popu-
lar SF films began to deal with the nuclear menace,
offering a series of alarmist portraits of the imagined
effects of atomic radiation that ranged from giant
mutant insects (e.g., Them [1954]) to The Incredible
Shrinking Man (1957). Even the most optimistic cine-
matic handling of the postwar atomic threat, The Day
the Earth Stood Still (1951), in which an alien representa-
tive of a cosmic civilization intervenes to prevent global
war, suggests that human beings, if left to their own
devices, are not fit to govern their planet or themselves.

During the 1960s and 1970s that downbeat attitude,
in which humanity’s technological reach is seen to
escape its moral grasp, gained strength as a new genera-
tion of writers began to challenge the technophilia of
their pulp forebears. The technocratic legacy of Camp-
bell was interrogated skeptically, and in some cases defi-
nitively rejected, by what came to be known as SF’s
New Wave, a loosely affiliated cohort of authors, many
writing for the British magazine New Worlds, who began
to question if not the core values of scientific inquiry
the larger social processes to which they had been con-
joined in the service of state and corporate power. New
Wave SF arraigned technocracy from a perspective
influenced by the counterculture discourses of that per-
iod, such as student activism, second-wave feminism,
anticolonial struggles, and ecological causes and in the
process developed a more radical ethical-political
agenda—as well as a more sophisticated aesthetic
approach—than the genre had featured previously. As a
result the New Wave established a crucial benchmark
for modern SF’s engagement with the serious moral
issues surrounding science and technology.

New Wave stories with feminist, ecological, or anti-
war agendas were often dire in their predictions of future
developments, but their critiques of technocracy were
guided by implicit ethics of gender equity, natural bal-
ance, and nonviolence. Often those different agendas
were wedded, as in Ursula K. Le Guin’s short novel The

Word for World Is Forest (1976), in which the brutal
military occupation of another planet directly involves
the devastation of its physical environment by hyperma-
cho men, and Thomas M. Disch’s Camp Concentration
(1968), which explores the roots of high-tech warfare in
the flaws and insecurities of masculinity. The work of
Alice Sheldon, most of it published under the pseudo-
nym James Tiptree, Jr., also probes the nexus of gender
hierarchy and militarist and ecological violence, seem-
ing at times to endorse a despairing sociobiological
vision in which male sexuality expresses itself through
technologically augmented aggression.

The New Wave’s ethical idealism thus often was
tempered by pessimism, a grim assessment of the dysto-
pian futures portended by out-of-control technology. A
key New Wave theme involved the extrapolation of
contemporary urban problems to hypertrophied
extremes as humans find themselves immured in vast
concrete prisons of their own making. Novels such as
David R. Bunch’s Moderan (1971) and Robert Silver-
berg’s The World Inside (1971) present such grim por-
traits of claustrophobic environments that they verge on
the Gothic: In these texts the universal triumph of tech-
nology predicted and celebrated in Golden Age SF has
culminated in a brutal cityscape where beleaguered,
stunted spirits struggle to preserve the tattered shreds of
conscience and dignity. In the work of the British
author J. G. Ballard the modern city emerges as a psy-
chic disaster area. His controversial 1973 novel Crash,
for example, depicts a denatured humanity bleakly cou-
pling with machines, with the enveloping landscape of
metal and concrete having unleashed a perverse eroti-
cism that seeks fulfillment in violent auto wrecks. SF
films of that period, such as THX 1138 (1971), con-
tained similarly harsh indictments of regimented mega-
lopolises that have co-opted or paralyzed ethical
judgment.

The Future of Humankind

Long-standing anxieties regarding high technology were
amplified during that period by the new science of
cybernetics, which claimed that no meaningful distinc-
tions could be drawn between humans and complex
machines. The emergence of so-called artificial intelli-
gence posed a challenge to humanity’s presumed supre-
macy, and SF took up that challenge largely by empha-
sizing the moral superiority of human beings over their
intellectually advanced creations. Ernst Jiinger’s The
Glass Bees (1957), for example, derives its satirical
power from a pointed contrast between the eponymous
robots, who dutifully pursue their assigned tasks, and the
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skeptical narrator, whose ethical questioning suggests a
cognitive and spiritual autonomy denied to mere
machines, however skillful or complex.

The work of the British author Arthur C. Clarke,
such as his story “The Nine Billion Names of God”
(1953), had long engaged the possibility that humanity
might have spawned its betters in the form of powerful
information machines. In 1969 Clarke collaborated with
the director Stanley Kubrick to produce the popular film
2001: A Space Odyssey, in which a sentient computer, the
HAL 9000, displays at once its cognitive power and its
ethical limitations, conspiring to take over an interplane-
tary mission, only to be foiled by human pluck and ingenu-
ity. 2001 established a cinematic trend in which the super-
computer emerged as an instrument driven by an urge to

domination, as in Colossus: The Forbin Project (1970).

If computers threatened to supplant human mental
functions, sophisticated new forms of artificial persons
seemed poised to replace humanity entirely. Philip K.
Dick’s novel Do Androids Dream of Electric Sheep?
(1968) deals with this imminent danger as its policeman
protagonist hunts down a group of renegade androids,
synthetic duplicates that are indistinguishable on the
surface from normal people. However, there is a crucial
difference, and it is essentially an ethical one: Androids
are incapable of genuine empathy for others. The moral
quandary in the novel is that humans are seldom empa-
thetic; moreover, the protagonist’s job requires that he
be efficient and ruthless—“something merciless that
carried a printed list and a gun, that moved machine-
like through the flat, bureaucratic job of killing” (Dick
1996, p. 158)—making him as coldly unfeeling as the
androids he seeks to slay. Thus, even when a bright
moral line seems to distinguish humans from machines,
a technocratically regimented social system serves to
obscure if not efface it.

Androids was filmed by Ridley Scott as Blade Runner
(1982), a film that effectively captures the novel’s
morally ambiguous tone while pointing forward to sub-
sequent “cyberpunk” treatments. The movie’s bleak
urban milieu, populated by cynical humans and idealis-
tic machines, offers essentially the same fraught moral
landscape that would be featured in novels such as Wil-
liam Gibson’s Neuromancer (1984), in which artificial
intelligences and other cybernetic entities seem more
deeply invested with values such as freedom and auton-
omy than do the human characters.

Cyberpunk fictions of the 1980s and 1990s by Gib-
son, Bruce Sterling, Pat Cadigan, and others brought to a
potent climax the trend toward ethical ambivalence that
has marked SF’s engagement with new technologies.

Extrapolating the social futures portended by the prolifera-
tion of computers and their spin-off appliances, cyberpunk
displays a humanity so morally compromised by high-tech
interfaces—including powerful “wetware,” machinic
implants that radically alter the body and mind—that the
capacity for ethical judgment has perhaps been lost. Yet
even amid this spiritual collapse cyberpunk’s antiheroes
manage to salvage scraps of the decaying moral order, as
occurs when the protagonist of Neuromancer refuses the
quasisatanic lure of cybernetic immortality, affirming the
finitude of the mortal self as an enduring ethical center,
preserved somehow against the sweetest blandishments
and the sternest threats of technology.

For nearly 200 years science fiction has provided
windows onto futures transformed by modern science
and technology. In that process it has shown both the
resiliency and the limitations of ethical consciousness in
confronting these potentially overwhelming changes.

ROBLATHAM

SEE ALSO Asimov, Isaac; Brave New World; Frankenstein;
Huxley, Aldous; Science, Technology, and Literature; Uto-
pia and Dystopia; Zamyatin, Yevgeny lvanovich.
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SCIENCE: OVERVIEW

Science looms as large as any aspect of the contempor-
ary world, with multiple moral and political engage-
ments on its own as well as through its associations with
technology. Both as a positive feature of the human
world and as a phenomenon against which there are
many reactions, science is a distinguishing feature of the
contemporary ethical and political landscape. An over-
view of this landscape is facilitated by distinctions
between science as a body of knowledge and as a human
activity. As an activity science may be further examined
as both a cognitive and a social process. Ethics is impli-
cated in all three senses: knowledge, cognitive activity,
and social process.

Body of Knowledge

In the public mind relations between science and ethics
are commonly associated with the ethical and religious
challenges from certain types of scientific knowledge—
about the origins of life or the cosmos, about brain chem-
istry as the basis of mind, and more. But scientific knowl-
edge can also be adopted to support received religious tra-
ditions and basic ethical assumptions—as when the Big
Bang theory is interpreted as evidence of divine creation
or quantum indeterminacy as the basis of free will.

RELIGIOUS ISSUES. Historically there have been per-
sistent tensions between claims to revelation and
knowledge acquired by natural means. During the Mid-
dle Ages Christian theology at one point sought to deli-
mit Aristotelian natural science; specific propositions
from Thomas Aquinas’s effort to synthesize revelation
and Aristotelian science were condemned by the bishop
of Paris in 1277 (and not formally revoked until 1325).
The trial of Galileo Galilei for his support of Coperni-
can astronomy is another widely cited example. (The
1633 edict of the Inquisition was not formally revoked
until 1992.) The 1925 trial of Tennessee v. John Thomas
Scopes concerned with the teaching of Darwinian evolu-
tion in the public schools is yet another celebrated case,
as is mentioned in an entry on its contemporary echo,
the “Evolution—Creationism Debate.”

Analyzing these and related cases scholars have dis-
tinguished a spectrum of possible interactions between
science and religion, some focusing more on theological
issues, others on ethics. No one has done more to parse
these debates than the physicist and theologian Ian G.
Barbour, winner of the 1999 Templeton Prize for Pro-
gress in Religion. According to Barbour (2000), there
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are at least four distinctive relations between science
and religion: conflict, independence, dialogue, and inte-
gration. In a series of books published over a forty-year
period, Barbour explores such relations across history, in
different theological communities, and in diverse
branches of science such as astronomy and cosmology,
quantum physics, evolutionary biology, and genetics. At
the same time, in contrast to evolutionary biologist Ste-
phen J. Gould (1999) who argues for the independence
of “non-overlapping magisterial (NOMA)” between
science and religion, Barbour defends a relationship of
dialogue and integration. The entry on “Christian Per-
spectives” makes further use of a version of this range of
possibilities. Similar alternatives are also exemplified in
entries on other religious traditions such as “Buddhist
Perspectives” and “Jewish Perspectives.”

ETHICAL ISSUES. As with religion, relations between
scientific knowledge and ethics fall out into a number of
different possible models: opposition (substantive ethical
criticisms of science), separation (as in the fact/value
dichotomy), reductionism (of ethics to science), and
cooperation or partnership (in efforts to develop a scienti-
fic ethics or to use scientific knowledge to achieve ethical
ends). A host of Encyclopedia of Science, Technology, and
Ethics entries illustrate and deepen each of these models.
Entries on particular branches of science, from “Astron-
omy” to “Psychology,” tend to stress opportunities for
syntheses. Entries on concepts such as “Determinism”
and the “Fact/Value Dichotomy” highlight separations.
Entries on “Evolutionary Ethics” and “Scientific Ethics”
argue possibilities for basing ethics on science.

Increasing recognition within the scientific com-
munity of the importance of issues related to the human
interpretation of scientific knowledge is reflected in the
founding by the
Advancement of Science of a special Dialogue on
Science, Ethics, and Religion, as described in the entry
on the “American Association for the Advancement of

American Association for the

Science.” Substantive interpretations of the meaning of
scientific knowledge remain an ongoing concern that
has not been fully met by either scientific humanism,
religious apologetics, or humanities reflection on the
achievements of science—all of which are approaches
represented in the present encyclopedia.

Cognitive Activity

Assessing science as a cognitive activity is the primary
task of the philosophy of science and obviously overlaps
with critical reflections on science as a body of knowl-
edge. Yet in the philosophy of science the emphasis is

less on the human or social meanings of scientific
knowledge and more on examining the structure of such
knowledge and analyzing its epistemological claims.
Analyses of the structure of scientific knowledge involve
three broad problem sets dealing with demarcation, con-
firmation, and explanation. How is scientific knowledge
distinguished from pretensions to science (that is, pseu-
doscience) and other types of knowledge (using appeals
to certainty, objectivity, reproducibility, predictive
power)? What are the methods of scientific knowledge
production (deduction, induction, verification, confir-
mation, falsification)? How do scientific explanations
function (in their integration of observations, laws, and
theories)?

With regard to epistemological claims, there are
two major views of science: realism and instrumental-
ism. Realism argues that scientific propositions in some
manner reflect the way the world really is, meaning they
correspond to reality. By contrast, instrumentalism
argues that scientific propositions are simply tools for
explaining or manipulating phenomena. For the realist,
the model of the atom provides a picture of what atoms
actually look like. For the instrumentalist or antirealist,
the differential equations used to predict the path of the
Moon around Earth have no direct correspondence to
the forces that actually move the Moon.

All basic philosophy of science texts cover these
topic sets, as well as the debate between Thomas Kuhn
and Karl Popper over the historical character of science
that has been so prominent since the mid-1960s (see,
e.g., the entries on “Kuhn, Thomas” and “Popper,
Karl”). Increasingly there are also modest inclusions of
arguments about values, especially the way gender bias
may be operative in science. But in respect to values
and ethics in science as a cognitive or knowledge-produ-
cing activity, it is discussions of fraud and misconduct in
science, as covered by entries on “Scientific Integrity”
and “Responsible Conduct of Research,” that are most
relevant. The most widely used introduction to these
issues is the pamphlet On Being a Scientist (2nd edition,
1995), prepared by the U.S. National Academy of
Sciences, National Academy of Engineering, and Insti-
tute of Medicine.

Social Process

Science is not only a cognitive activity but also a social
process involving interactions on several levels from
individual laboratories to academic disciplines and from
corporations to national and international science pol-
icymaking organizations. Examination of these interac-
tions has taken on increased importance as science has
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grown from a small community of practitioners to an
abundant and widely dispersed “metropolis”—from
small science to big technoscience. The focus of early
modern philosophers, however, was on cognitive at the
expense of social activities, and it was not until the
1930s that Robert Merton undertook to pursue the
sociology of science.

According to Merton (as considered in the entry on
“Merton, Robert”), science as a social institution rests
on a normative structure that best flourishes in a demo-
cratic society because of a common ethos. Moreover,
scientists ought to participate in the social order rather
than pretend to a ‘“sanguine isolationism.” Indeed,
World War II brought about a new era of increased par-
ticipation by scientists in military and political affairs.
Not only did this raise questions about their responsibil-
ity for the knowledge they produced and the products,
processes, and systems such knowledge made possible,
but it also posed dilemmas about the appropriate roles
for scientists in political controversies. It was in the
midst of such dilemmas that the “scientists’ movement”
(as described in Mitcham 2003) arose to help direct
scientific developments toward particular ends.

Social disillusionment with science and technology
in the 1960s and 1970s spurred the public understanding
of science movement, which has made common cause
with older traditions in the popularization of science.
(See the entry on “Public Understanding of Science.”)
It was also related to developments in the history and
philosophy of science. Against more rational reconstruc-
tionist arguments such as those of Popper, Kuhn argued
that science does not progress toward reality or truth
simply by the accretion of new discoveries. Rather
scientific knowledge is best viewed as the product of a
historically contingent group of practitioners operating
from shared rules applied to a certain range of accepta-
ble problems.

Though not his intention, Kuhn’s work stimulated
theories about the socially constructed nature of scienti-
fic knowledge, which in its strong form leads to relati-
vism or antirealism, because scientific facts are deemed
to be the result of network building and negotiating
rather than approximating reality. But in its weak form
the contextualization of science leads to the rather non-
controversial notion that knowledge is a product both
of nature (a reality “out there”) and human cultural and
theoretical interests that condition particular trajec-
tories of research. The move from internalist studies of
science to contextual interpretations has given rise to
interdisciplinary fields including science, technology,
and society (STS) studies, the sociology of scientific

knowledge (SSK), and rhetoric of science, all of which
challenge the Mertonian ideals as fully adequate
descriptions of the real social processes in science. (For
more details, see the entries on “Science, Technology,
and Society Studies” and “Rhetoric of Science and
Technology.”)

A perennial theme of science as a social process is
the extent to which planning the agenda of (especially
publicly funded) scientific research to meet explicit
social and economic goals is feasible or desirable. In the
United Kingdom during the 1930s this debate flared
between supporters of Michael Polanyi and those who
backed J. D. Bernal. (The encyclopedia has entries on
both men.) Polanyi argued that autonomy and self-gov-
ernance by science was the best way to meet social
goals, whereas Bernal held that autonomous science was
inefficient and needed external guidance. The same
debate occurred in the United States after World War 11
between Vannevar Bush and Senator Harley Kilgore
regarding the appropriate relationship between science
and the federal government during peacetime. (See the
entry on “Bush, Vannevar,” as well as that on “Science
Policy.”) At issue are the criteria by which to judge
scientific success and whether they should be internalist
(e.g., peer review) or some external measure based on
societal concerns.

Pressure to increase the social and fiscal account-
ability of publicly funded science emerged at the end of
the Cold War. Related developments included science
shops in Europe and other efforts to democratize
science. In the United States, examples included the
Office of Technology Assessment, the Ethical, Legal,
and Social Implications (ELSI) research as part of the
Human Genome Project and federally funded nanotech-
nology research, and the “broader impacts” criterion
implemented by the National Science Foundation in
1997. (Further discussion can be found in entries on
“Human Genome Organization,” “Science Shops,”
“U.S. National Science Foundation,” and related
entries.)

Many of these developments are reactions to the
fact that scientific research, despite its numerous bene-
fits, does not yield unmitigated goods. Health and envir-
onmental risks as well as escalating arms races are famil-
iar unintended consequences. Additionally, scientific
knowledge can complicate decision making without
always improving it, and has made its own share of mis-
takes with regard to recommendations of public interest.
But the possibility of new “subversive truths” from geno-
mic research, uncharacterized risks from nanotechnol-
ogy, and the global threat of terrorism all raise the stakes
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of seeking new knowledge and crafting arrangements for
directing it toward common goods.

Assessment

Throughout discussions of the relationship between
science and ethics one core issue that remains is the
proper extent and nature of scientific autonomy. David
H. Guston (2000) has identified four reasons why science
is often defended as special, each of which requires a
degree of autonomy for its protection. Epistemological
specialness refers to the notion that science searches for
objective truth. Sociological specialness is the claim that
science has a unique normative order that provides for
self-governance. Platonic specialness refers to its eso-
teric, technical nature far removed from the knowledge
of common citizens. Economic specialness is the claim
that investments in science are crucial for productivity.

In each case there is some truth to the claims of
specialness, which require the recognition of science as
a unique enterprise needing some degree of separation
from other social activities to ensure its smooth func-
tioning. But as scientists as diverse as the physicist
Alvin M. Weinberg (1967) and the geologist Daniel
Sarewitz (1996) have argued, none of these cases should
be taken as a license for absolute autonomy. Indeed the
big science of the twenty-first century is so dependent
on corporate and public investments that isolation is
not a real option. More fundamentally, scientific knowl-
edge is just one good to be considered among many
competing goods. The ambiguity about the right level of
autonomy has led to several interpretations about the
proper role of science in society within various contexts,
as well as criticisms of the ways in which scientific disci-
plines sometimes reinforce the self-perpetuating pursuit
of new knowledge in the form of what Daniel Callahan
(2003) has criticized as a “research imperative.”

CARL MITCHAM
ADAM BRIGGLE

SEE ALSO Ethics: Owerview; Ewvolution-Creationism
Debate; Expertise; Governance of Science; Humanization
and Dehumanization; Technology: Owerview; Unintended
Consequences.
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SCIENCE POLICY

Science policy involves considerations of two fundamen-
tal human activities: science and policy. People make
decisions in pursuit of valued outcomes, so thinking
about science policy necessarily implicates science, its
close associate science-based technology, and ethics.
Although science policy is a topic central to all socie-
ties, particularly developed countries that devote signifi-
cant public resources to science, for two reasons the
focus here is on the United States. First, the United
States is responsible for the largest share of global spend-
ing on science and technology. Second, for better or
worse, the budgetary leadership role of the United
States in science and technology since World War 11
has shaped how people around the world think about
science, policy, and politics.

To place United States science and technology
expenditures into context, consider that according to
the Organisation for Economic Co-operation and
Development (OECD) in 2003 the United States pro-
vided 38 percent of the approximately $740 billion
world total (public and private) investment in research
and development. The next largest funders were Japan
with 15 percent, China with 8 percent, and Germany
with 7 percent of the world total. Measured as a fraction
of national economic activities, in 2001 total (public
and private) expenditures on research and development
varied from more than 4 percent in Sweden to 1.93 per-
cent for the European Union (EU) to 2.82 percent in
the United States. No country invests more than 1 per-
cent of public funds in research and development, with
Sweden investing 0.90 percent, the EU 0.65 percent,
and the United States 0.81 percent.

Of course science policy is more than science bud-
gets. The institutional structures and purposes of science
are also issues of science policy. If science refers to the
systematic pursuit of knowledge, and policy refers to a
particular type of decision making, then the phrase
science policy involves all decision making related to
the systematic pursuit of knowledge. Harvey Brooks
(1964) characterized this relation as twofold: Science for
policy refers to the use of knowledge to facilitate or
improve decision making; policy for science refers to deci-

sion making about how to fund or structure the systema-
tic pursuit of knowledge.

Brooks’s characterization of science policy as
including both policy for science and science for policy
has shaped thinking about science policy ever since,
reinforcing a perception that science and policy are
separate activities subject to multiple relations. But
while Brooks’s distinction has proved useful, reality is
more complex, because the way society views science
policy itself shapes the sorts of questions that arise in
science policy debates. Science for policy and policy for
science are each activities that shape the other—in aca-
demic jargon they are coproduced. Policy for science
decisions about the structure, functions, and priorities of
science directly influence the kind of science that will
be available in science for policy applications, and the
ways science is used in policy formation will influence
in turn the policies formulated for science. Policy for
science and science for policy are subsets of what might
be more accurately described as a policy for science for
policy (Pielke and Betsill 1997). To the extent that
thinking about science policy separates decisions about
knowledge from the role of knowledge in decision mak-
ing, it reinforces a practical separation of science from
policy.

From such a perspective, David Guston (2000) has
argued the need to develop a new language to talk about
science policy, one that recognizes how science and pol-
icy are in important respects inextricably intertwined;
separation is impossible. Instead, however, the artificial
separation of science from policy is frequently reinforced
with calls for a new social contract between science and
society. As Guston notes, “Based on a misapprehension
of the recent history of science policy and on a failed
model of the interaction between politics and science,
such evocations insist on a pious rededication of the
polity to science, a numbing rearticulation of the ratio-
nale for the public support of research, or an obscuran-
tist resystemization of research nomenclature” (Guston
2000 Internet site)

The present analysis of science policy in the United
States, with a particular focus on federally-funded
science, thus begins by examining the value structure
that underlies science and its relationship to decision
making, and focuses on how science and policy have
come to be viewed as separate enterprises in need of
connection. This will set the stage for a discussion of an
ongoing revolution in science policy that challenges
conventional understandings of science in society. In
the early years of the twenty-first century it is unclear
how this revolution will play out. But a few trends seem
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well established. First, the science policies that have
shaped thinking and action over the past fifty years are
unlikely to continue for the next fifty years. Second,
decision makers and society more generally have ele-
vated expectations about the role that science ought to
play in contributing to the challenges facing the world.
Third, the scientific community nevertheless struggles
to manage and meet these expectations. Together these
trends suggest that more than ever society needs sys-
tematic thinking about science policy—that is research
on science policy itself. And such research should center
on issues of ethics and values.

Axiology of Science

A value structure is part of any culture, and the culture
of science is no different. Alvin Weinberg (1970) sug-
gests four explicitly normative axiological attitudes—
statements of value—which scientists hold about their
profession. Whereas Weinberg’s concern was the physi-
cal sciences, such perspectives are broadly applicable to
all aspects of science:

e DPure is better than applied.
e General is better than particular.
e Search is better than codification.

e Paradigm breaking is better than spectroscopy.

For Weinberg, these attitudes are “so deeply a part of
the scientist’s prejudices as hardly to be recognized as
implying” a theory of value (Weinberg 1970, p. 613).
But these values are critical factors for understanding
both thinking about and the practice of science policy
in the United States. And understanding why science
policy is currently undergoing dramatic change requires
an understanding of how Weinberg’s theory of value, if
not breaking down, is currently being challenged by an
alternative axiology of science.

Understanding the contemporary context of science
in the United States requires a brief sojourn into the his-
tory of science. In the latter part of the 1800s, scientists
began to resent “dependence on values extraneous to
science,” (Daniels 1967, p. 1699) in what has been called
“the rise of the pure science ideal” (Daniels 1967, p.
1703). The period saw such resentment come to a head.

The decade, in a word, witnessed the develop-
ment, as a generally shared ideology, of the notion
of science for science’s sake. Science was no
longer to be pursued as a means of solving some
material problem or illustrating some Biblical
text; it was to be pursued simply because the
truth—which was what science was thought to be
uniquely about—was lovely in itself, and because

it was praiseworthy to add what one could to the
always developing cathedral of knowledge.
(Daniels 1967, p. 1699)

Like many other groups during this era, the scientific
community began to organize in ways that would facili-
tate making demands on the federal government for
public resources. Science had become an interest group.
Scientists who approached the federal government for
support of research activities clashed with a federal gov-
ernment expressing the need for any such investments
to be associated with practical benefits to society.

Expressing a value structure that goes back at least
to Aristotle, U.S. scientists of the late-nineteenth cen-
tury believed that the pursuit of knowledge associated
with the pursuit of unfettered curiosity represented a
higher calling than the development of tools and tech-
niques associated with the use of knowledge. Hence, the
phrase pure research came to refer to this higher calling
with purity serving as a euphemism for the lack of atten-
tion to practical, real-world concerns (Daniels 1967).
The first editorial published in Science magazine in 1883
clearly expressed a value structure:

Research is none the less genuine, investigation
none the less worthy, because the truth it dis-
covers is utilizable for the benefit of mankind.
Granting, even, that the discovery of truth for its
own sake is a nobler pursuit. It may readily be
conceded that the man who discovers nothing
himself, but only applies to useful purposes the
principle which others have discovered, stands
upon a lower plane than the investigator (Editor-
ial 1883, p. 1).

Some scientists of the period, including Thomas Henry
Huxley and Louis Pasteur, resisted what they saw as a
false distinction between pure and applied science (Hux-
ley 1882, Stokes 1995). Some policy makers of the per-
iod also rejected such a distinction. For them, utility
was the ultimate test of the value of science (Dupree
1957). The late 1800s saw different perspectives on the
role of science and society coexisting simultaneously.
But Weinberg’s axiology of science emerged from the
period as the value structure that would shape the
further development of U.S. science policies in the first
half of the twentieth century.

From Pure to Basic Research

In a well-documented transition, Weinberg’s axiology of
science stressed the primacy not so much of pure as of
basic research. The term basic research was not in fre-
quent use prior to the 1930s. But after World War II the
concept became so fundamental to science policy that it
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is difficult to discuss the subject without invoking the
corresponding axiology. The notion of basic research
arose in parallel with both the growing significance of
science in policy and the growing sophistication of
scientists in politics. By the end of World War II and
the detonation of the first nuclear weapons the accelera-
tion of the development of science-based technology
was inescapable. Throughout society science was recog-
nized as a source of change and progress whose benefits,
even if not always equally shared, were hard to dismiss.

The new context of science in society provided
both opportunity and challenge. Members of the scienti-
fic community, often valuing the pursuit of pure science
for itself alone, found themselves in a bind. The govern-
ment valued science almost exclusively for the practical
benefits that were somehow connected to research and
development. Policymakers had little interest in funding
science simply for the sake of knowledge production at a
level desired by the scientific community, which itself
had become considerably larger as a result of wartime
investments. Support for pure research was unthinkable.

Congressional reticence to invest in pure science
frustrated those in the scientific community who
believed that, historically, advances in knowledge had
been important, if not determining, factors in many
practical advances. Therefore the scientific community
began to develop a two-birds-with-one-stone argument
to justify its desire to pursue truth and the demands of
politics for practical benefits. The argument held that
pure research was the basis for many practical benefits,
but that those benefits (expected or realized) ought not
to be the standard for evaluating scientific work.
Because if practical benefits were used as the standard of
scientific accountability under the U.S. system of gov-
ernment, then science could easily be steered away from
its ideal—the pursuit of knowledge.

The scientific community took advantage of the
window of opportunity presented by the demonstrable
contributions of science to the war effort and success-
fully altered science policy perspectives. The effect was
to replace the view held by most policymakers that
science for knowledge’s sake was of no use, and replaced
it with the idea that all research could potentially lead to
practical benefits. In the words of Vannevar Bush, the
leading formulator of this postwar science policy per-
spective: “Statistically it is certain that important and
highly useful discoveries will result from some fraction
of the work undertaken [by pure scientists]; but the
results of any one particular investigation cannot be pre-

dicted with accuracy” (Bush 1945, p. 81).

Central to this change in perspective was accep-
tance of the phrase basic research and, at least in policy
and political settings, the gradual obsolescence of the
term pure research. The term basic came without the
pejorative notion associated with lack of purity imputed
to practically focused work. More importantly, the term
basic means in a dictionary-definition sense fundamen-
tal, essential, or a starting point. Research that was basic
could easily be interpreted by a policymaker as being
fundamental to practical benefits.

The Linear/Reservoir Model

Basic research would be connected to societal benefits
through what has become frequently called the linear
model of science. The linear model holds that basic
research leads to applied research, which in turn leads
to development and application (Pielke and Byerly
1998). To increase the output (that is, societal benefits)
of the linear model, it is necessary to increase the input
(support for science).

Bush’s seminal report Science—The Endless Frontier
(1945) “implied that in return for the privilege of
receiving federal support, the researcher was obligated
to produce and share knowledge freely to benefit—in
mostly unspecified and long-term ways—the public
good” (Office of Technology Assessment 1991, p. 4).
One of the fundamental assumptions of postwar science
policy is that science provides a reservoir or fund of
knowledge that can be tapped and applied to national
needs. According to Bush:

The centers of basic research ... are the well-
springs of knowledge and understanding. As long
as they are vigorous and healthy and their scien-
tists are free to pursue the truth wherever it may
lead, there will be a flow of new scientific knowl-
edge to those who can apply it to practical pro-
blems in Government, in industry, or elsewhere.

(Bush 1945, p. 12)

Implicit in Bush’s metaphor is a linear model of the rela-
tionship between science and the rest of society: basic-
applied-development-societal benefit. This model posits
that societal benefits are to be found downstream from
the reservoir of knowledge. Others have described the
liner model as a ladder, an assembly line, and a linked-
chain (Gomory 1990, Wise 1985, Kline 1985).

The linear/reservoir model is a metaphor explaining
the relationship of science and technology to societal
needs. It is used descriptively to explain how the relation
actually works and normatively to argue how the relation
ought to work. The linear model appears in discussions
of both science policy, where it is used to describe the
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relation of research and societal needs (Brown 1992),
and in technology policy, where it is used to describe
the relation of research and innovation (Branscomb
1992). The linear model was based on assumptions of
efficacy, and not comparisons with possible alternatives.
In 1974 Congressman Emilio Daddario (D-CT), a mem-
ber of the Science Committee of the U.S. House of
Representatives (Science Committee), observed that
members of Congress defer to the claims of scientists
that basic research is fundamental to societal benefits
“and for that reason, if for no other, they have supported
basic research in the past” (Daddario 1974, p. 140;
emphasis added). So long as policymakers and scientists
felt that science was meeting social needs, the linear
model was unquestioned.

The notion of basic research and the linear model
of which it was a part has been tremendously successful
from the standpoint of the values of the scientific com-
munity. Indeed the terms basic and applied have thus
become fundamental to discussions of science and
society. For example, the National Science Foundation
(NSF) in its annual report Science and Engineering Indica-
tors uses precisely these terms to structure its taxonomy
of science. Not only did the basic-applied distinction
present a compelling, utilitarian case for government
support of the pursuit of knowledge, it also explicitly jus-
tified why pure research “deserves and requires special
protection and specially assured support” (Bush 1945, p.
83). The special protections included relative autonomy
from political control and standards of accountability
determined through the internal criteria of science. In a
classic piece, Michael Polanyi (1962) sketched in idea-
lized fashion how a republic of science structured accord-
ing to the values of pure science provides an invisible
hand pushing scientific progress toward discovering
knowledge which would have inevitable benefits for
society.

Seeds of Conflict: Freedom versus Accountability

From the perspective of the scientific community, from
the prewar to postwar periods, the concepts of pure
research and basic research remained one and the same:
the unfettered pursuit of knowledge. For the community
of policymakers, however, there was an important dis-
tinction—pure research had little to do with practical
benefits but basic research representing the “fund from
which the practical applications of knowledge must be
drawn” (Bush 1945, p. 19). From the perspective of pol-
icymakers, there was little reason to be concerned about
science for the sale of knowledge alone; they had faith
that just about all science would prove useful.

TABLE 1

Four Definitions of Basic Research

By product: Basic research refers to those activities that produce
new data and theories, representing an increase in our
understanding and knowledge of nature generally rather
than particularly (National Science Board 1996,

Armstrong 1994).

Basic research is conducted by an investigator with a
desire to know and understand nature generally, to
explain a wide range of observations, with no thought
of practical application (National Science Board 1996).

By motive:

By goal: Basic research aims at greater knowledge and mastery

of nature (White 1967, Bode 1964).

Basic researchers are free to follow their own
intellectual interests in order to gain a deeper
understanding of nature, and are accountable to
scientific peers (Polanyi 1962, Bozeman 1977).

By standard of
accountability:

soUurCE: Courtesy of Roger A. Pielke, Jr.

The different interpretations by scientists and pol-
icymakers of the meaning of the term basic research
have always been somewhat troubling (Kidd 1959). A
brief review of the use of the term basic research by the
scientific community finds at least four interrelated defi-
nitions of the phrase, as summarized in Table 1.

From the standpoint of policymakers, basic research
is defined through what it enables, rather than by any
particular characteristic of the researcher or research
process. These different interpretations of basic research
by policymakers and scientists have coexisted largely
unreconciled for much of the postwar era, even as for
decades observers of science policy have documented
the logical and practical inconsistencies. René Dubos
(1961) identified a schizophrenic attitude among scien-
tists, succinctly described as follows: “while scientists
claim among themselves that their primary interest is in
the conceptual aspects of their subject, they continue to
publicly justify basic research by asserting that it always
leads to ‘useful’ results” (Daniels 1967, p. 1700) It is this
schizophrenia that has allowed postwar science policy to
operate successfully under the paradigm of the linear
model, apparently satisfying the ends of both scientists
and politicians. Basic research was the term used to
describe the work conducted in that overlap. The situa-
tion worked so long as both parties—society (patron)
and scientists (recipient of funds)—were largely satisfied
with the relationship.

The Changing Context

In the 1990s both scientists and politicians began to
express dissatisfaction with the science policy of the
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post-World War II era. For instance, in 1998 the
Science Committee undertook a major study of U.S.
science policy under the following charge:

The United States has been operating under a
model developed by Vannevar Bush in his 1945
report to the President entitled Science: The End-
less Frontier. It continues to operate under that
model with little change. This approach served us
very well during the Cold War, because Bush’s
science policy was predicated upon serving the
military needs of our nation, ensuring national
pride in our scientific and technological accom-
plishments, and developing a strong scientific,
technological, and manufacturing enterprise that
would serve us well not only in peace but also
would be essential for this country in both the
Cold War and potential hot wars. With the col-
lapse of the Soviet Union, and the de facto end of
the Cold War, the Vannevar Bush approach is no
longer valid. (U.S. Congress 1998)

While the congressional report acknowledged the need
for a new science policy, it did not address what that
new policy might entail. However an understanding of
the tensions leading to calls for change point in various
directions.

These tensions have been long recognized. George
Daniels (1967) sketches those underlying contemporary
science policy: “The pure science ideal demands that
science be as thoroughly separated from the political as
it is from the religious or utilitarian. Democratic politics
demands that no expenditure of public funds be sepa-
rated from political ... accountability. With such dia-
metrically opposed assumptions, a conflict is inevitable”
(Daniels 1967, p. 1704) Such tensions were recognized
even earlier, in 1960, by the Committee on Science in
the Promotion of Human Welfare of the American
Association for the Advancement of Science (AAAS):
“Science is inseparably bound up with many trouble-
some questions of public policy. That science is more
valued for these uses than for its fundamental purpose—
the free inquiry into nature—leads to pressures which
have begun to threaten the integrity of science itself”
(AAAS 1960, p. 69). For many years under growing
budgets in the context of the Cold War, postwar science
policy successfully and parsimoniously evaded this con-
flict. Given pressures for accountability and more return
on federal spending, conflict is unavoidable.

Why, more specifically, did postwar science policy
remain largely unchallenged for a half century? From
the point of view of society, it solved problems. First,
science and technology were key contributors to victory
in World War II. Infectious diseases were conquered.

Nuclear technology ended the war and promised power
too cheap to meter. From the point of view of the scienti-
fic community, most good ideas received federal fund-
ing. The U.S. economy dominated the world. In such
contexts, there was less pressure from the public and its
representatives on scientists for demonstrable results;
there was less accountability. Scientists, policymakers,
and the broader public were largely satisfied with
national science policies.

But at the beginning of the twenty-first century
new challenges
rebounded through resistance to antibiotics, and new
diseases, such as severe acute respiratory syndrome
(SARS), threatened health. For many, the cost of
healthcare made world-leading medical technologies
unaffordable. The events of September 11, 2001,
demonstrated the risks to modern society at the inter-
section of fanaticism and technology. The availability of
weapons of mass destruction makes these risks even
more significant. New technologies, in areas such as bio-
technology and nanotechnology, created new opportu-
nities but also threatened people and the environment.
Many problems of the past have been solved, but new
ones are emerging, and science and technology are often
part of both the problem and possible solutions. The
question of how to govern science and technology to
realize their benefits is thus increasingly important.

arose. Some infectious diseases

In addition, many scientists were unhappy as bud-
gets failed to keep pace with research opportunities: As
the scientific community has grown and as knowledge
has expanded, more research ideas are proposed than
there is funding to support. Strong global competition
and demands for political accountability create incen-
tives for policymakers to support research with measur-
able payoffs on relatively short timescales, while within
the scientific community competition for tenure and
other forms of professional recognition demand rigorous,
long-term fundamental research. As the context of
science changes, scientists share anxieties with others
disrupted by global economic and social changes.

New Science Policy Debates

While scientists perceive their abilities to conduct pure
research constrained by increasing demands for practical
benefits, policymakers simultaneously worry that basic
research may not address practical needs. Insofar as post-
war science policy has weakened, discussion of science
policy has moved beyond the partial overlap of motives
that helped sustain postwar science policy. Scientists
now speak of their expectation of support for pure
research, and policymakers increasingly ask for direct
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contributions to the solution of pressing social

problems.

In this situation the differing views of scientist and
policymaker can create conflict as the shared misunder-
standing of the term basic research threatens to become
pathological. In the words of Donald Stokes:

The policy community easily hears requests for
research funding as claims to entitlement to sup-
port for pure research by a scientific community
that can sound like most other interest groups.
Equally, the scientific community easily hears
requests by the policy community for the conduct
of “strategic research” as calls for a purely applied
research that is narrowly targeted on short-term

goals. (Stokes 1995, p. 26)

For their part, scientists seek to demonstrate the
value of research to the public, often through increasing
skill in public relations and contracting with consultants
to provide cost-benefit studies that show the positive
benefits of research investments. With few exceptions,
the result of such concerns has not been constructive
change, but rather defense of the status quo. In 1994 the
National Research Council (NRC) convened scientists
and informed members of the broader community to
begin a constructive dialogue on the changing environ-
ment for science. The group found the public policy pro-
blem to be primarily the amount of federal funds
devoted to research. A later National Academy report,
Allocating Federal Funds for Science and Technology
(1995), recommended that U.S. science should be at
least world-class in all major fields, in effect recom-
mending an entitlement for research. Similarly the 1998
“Science Policy Study” of the Science Committee simi-
larly concluded, “The United States of America must
maintain and improve its pre-eminent position in
science and technology in order to advance human
understanding of the universe and all it contains, and to
improve the lives, health, and freedom of all peoples”
(U.S. Congress 1998 Internet site)

Other approaches relate research and national
needs. The Government Performance and Results Act
of 1993 legislates formal accountability by requiring all
government programs, including research, to quantita-
tively measure progress against established goals. Yet
experience shows that asking for performance measures
and actually developing and applying meaningful mea-
sures can be difficult. Daniel Sarewitz offers a penetrat-
ing critique of current policy and general steps that
would pull research closer to society without sacrificing
critical values of science. In particular he recommends
research on research: “how it can be directed in a man-

ner most consistent with social and cultural norms and
goals, and how it actually influences society” (Sarewitz
1996, p. 180). Donald Stokes (1995) resolves the
dichotomy between research driven by purely scientific
criteria and research responsive to societal needs by
changing the single basic-versus-applied axis into a two-
dimensional plane, with one dimension indicating the
degree to which research is guided by a desire to under-
stand nature, and the other indicating the degree it is
guided by practical considerations. This conceptual
advance demonstrates that good science can be compati-
ble with practical application, but does not point to spe-
cific policy-relevant steps.

There is great potential for nations that have fol-
lowed the Bush model, such as the United States, to
learn from the experiences of those nations that have
implemented differing science policies. What change
will entail is not entirely clear, however, some trends
are apparent. First, overall investments in science and
technology show no signs of stagnation. If anything the
world is investing more in science and technology, an
amount that will in the near future exceed $1 trillion
per year. These substantial investments are accompa-
nied by increasing demands for accountability, rele-
vance, and practicality. Such demands increasingly
shape the context and practice of science in society.
How science will shape and be shaped by these trends
will undoubtedly mark a critical transition in science
policy in the United States, and perhaps in the world.

ROGER A. PIELKE, JR.

SEE ALSO Lasswell, Harold D.; Public Policy Centers; Social
Theory of Science and Technology.
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SCIENCE SHOPS

shops provide independent, participatory
research support in response to concerns experienced by
civil society (Gnaiger and Martin 2001). Science in this
context refers to all organized investigation, including
the social and human sciences and arts, as well as the
natural, physical, engineering, and technological
sciences.

Science

The concept of science shops was developed by stu-
dents at universities in the Netherlands during the
1970s. This development was assisted by faculty and
staff seeking to democratize the disciplinary hierarchies
of the traditional university system. But arguably science
shops are a manifestation of a movement stemming at
least as far back as Thomas Jefferson’s defense of the
principle that “ideas should freely spread from one to
another over the globe” (Jefferson 1813, Internet page).
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The science shop concept spread worldwide in two
waves. The first, in the late-1970s and early-1980s, was
triggered by articles in Nature (Ades 1979) and Science
(Dickson 1984) and led to initiatives in Australia, Aus-
tria, Belgium, Denmark, Northern Ireland, France, and
Germany. The mid-1990s saw a resurgence based in
large part on fast, inexpensive, and reliable communica-
tion technologies, such as the Internet. This growth led
to new activities in England, Israel, South Korea,
Malaysia, and New Zealand. Similar types of organiza-
tions have also been founded in Australia, Canada,
South Africa and the United States but are referred to
by other terms—Community-University Research Alli-
ances, Community-based Research Centers, or
Tecknikons.

There is significant variation in organizational
structure among science shops, although three models
dominate. The first is the university department model,
where the science shop is attached to a disciplinary fra-
mework such as chemistry, biology, law, or physics. The
second, most common model is the independent civil
society organization, housing technical experts or bro-
kering relationships with university or government
researchers. The third model is the virtual alliance
between partners in public, private, and not-for-profit
sector institutions that jointly work on issues of mutual
concern and benefit.

Despite differences in structure, Andrea Gnaiger
and Eileen Martin point to six common elements
found in all science shops. These include providing
civil society with knowledge and skills through
research and education; providing services on an
affordable basis; promoting and supporting public
access to and influence on science and technology;
creating equitable and supportive partnerships with
civil society organizations; enhancing understanding
among policymakers and education and research insti-
tutions regarding the research and education needs of
civil society; and enhancing the transferable skills and
knowledge of students, community representatives,
and researchers.

Science shops are closely associated with social jus-
tice, environmental, and community activist move-
ments. The dominant research methodologies used
include research mediation, participatory research, and
participatory action research. The strengths of these
approaches allow for the inclusion of the unique under-
standing of individuals and communities of their own
local contexts, which helps establish causality of pro-
blems in a complex and diverse framework rather than
in a reductionist manner. There is great adaptability

and flexibility that allows for quick turnaround in pro-
blem identification and solving. The methods give peo-
ple strong influence over both policy and practice at the
local level. Local to global focus allows for scaling up of
issues, providing grounded perspectives for national and
international policies.

The principle weaknesses of the science shop
methods are fourfold. Despite being a cost effective
way of generating research, science shops suffer from
chronic funding and resource shortfalls. With very few
exceptions, unless funded through a philanthropic
organization, government agency, or university, they
spend almost as much effort on raising funds as they
do performing research and advocacy work. Second,
given their strong social justice tendencies, there
appears to be institutional prejudice against working
with corporations, governments, and intergovernmen-
tal agencies, or other organizations perceived to have a
large foot print. This gap results in the absence of com-
munity partner and science shop perspectives in policy
negotiations. Third, with the exception of the Nether-
lands, the lack of coordination among science shops
and their relative absence from the dominant scientific
communication streams means that there is a lack of
comparability and a failure to generate commensurable
information. This is currently being addressed by the
creation of an International Science Shop Network,
funded largely by the European Union. Finally, science
shops have been accused of producing biased science,
constructed to support the arguments of the clients
they serve, a critique which is also aimed at scientists
performing research for corporate clients. This criti-
cism has been met by submitting research outputs to
the same peer-review firewall that all scientific publi-
cation undergoes.

Science shops have proven to be an efficient and
effective model for generating small-scale scientific and
technological knowledge on issues of immediate and local
concern. They provide a gateway for communities in gain-
ing access to specialized data, information, and knowledge
at a relatively low transaction cost. There are high resi-
dual effects within participating communities, leading to
better understanding of science and technology as well as
a critical capacity to assess the impact of scientific and
technological issues on local social, economic, cultural,
and environmental circumstances.

PETER LEVESQUE

SEE ALSO Global Climate Change; Governance of Science.
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SCIENCE, TECHNOLOGY,
AND LAW

Law plays a growing critical role in the regulation of
science and technology, including the ethical conse-
quences of scientific research and new technologies.
The relatively new field of law, science, and technology
seeks to study systematically the diverse ways law inter-
acts with science and technology. Law, science, and
technology has been defined as “the discipline that deals
with how our legal system can and must adjust to
accommodate the problems created by the ever more
urgent and ubiquitous impact of technology on society”
(Wessel 1989, p. 260), and as seeking “to determine

how the various processes of law—primarily judicial and
legislative—respond to changes brought about by scien-

tific advances” (Green 1990, p. 375).

Few law schools or legal scholars focused on the
intersection of law with science and technology before
the later part of the twentieth century. With advances
in the computer, the Internet, biotechnology, genomics,
telecommunications, and nanotechnology, technology
has assumed an ever-increasing role in economic and
daily life, and the law has struggled to keep pace. In the
words of U.S. Supreme Court Justice Stephen Breyer,
“[slcientific issues [now] permeate the law” (Breyer
1998, p. 537). This has led to a proliferation in the study
of law, science and technology interactions, including
academic centers, textbooks (Sutton 2001, Areen et al.
1996), courses, specialized journals, conferences, and
bar association sections (Merges 1988). There is also a
growing awareness of the importance of scientific and
technological developments by legal practitioners and
scholars, with increased recognition among those out-
side the legal profession for the central importance of
law in mediating the risks, benefits, and ethics of
technology.

The field of law, science, and technology is pre-
mised on the belief that “[s]cience is a distinctive insti-
tution worthy of distinctive treatment by lawyers”
(Goldberg 1986, p. 380). Despite increased awareness
that science and technology present unique issues for
the law, different formulations exist for examining law,
science, and technology interactions. Here the field is
divided into three primary strands. The first concerns
the role of the law in managing the impacts of science
and technology, including controlling the risks, promot-
ing the benefits, and addressing ethical implications.
The second concerns the institutions of law and science,
examining how law affects the practice of scientific
research, as well as the reciprocal relationship of how
science and technology influence the law. The third
involves a more generic inquiry into the problems and
tensions that arise from the intersection of law with
science and technology.

The Role of Law in Managing the Impacts
of Science and Technology

Law plays a primary role in managing the impacts of
science and technology. In the words of one prominent
jurist, “[l]aw is the only tool that society has to tame
and channel science and technology” (Markey 1984, p.
527). The impacts of science and technology that law
seeks to manage can be subdivided into (a) risks, (b)
benefits, and (c) ethical implications.
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CONTROLLING RISKS OF NEW TECHNOLOGIES. New
and existing technologies create many known and
potential health, safety, environmental, and socioeco-
nomic risks. Law is the principal societal institution for
controlling these risks, through legislatures, regulators,
and the judiciary (Jasanoff 1995). In developing such
controls, the law relies on science to assess the relevant
risks. Risk regulation thus involves two levels of
science-law interactions: the role of law in regulating
risks from science and technology; and the use of
science by law to assess risk from new and existing
technologies.

Legislation and regulation seek to address and
reduce risks ex ante, before the risks are imposed. Most
industrialized nations have comprehensive statutory
and/or regulatory schemes in place to prospectively reg-
ulate potential risks from technologies such as pesti-
cides, industrial chemicals, pharmaceuticals, natural
resource extraction, genetically modified foods, and
automobiles. Ex ante legislation and regulation by agen-
cies statutorily empowered to do so presupposes the cap-
ability to adequately predict potential harms, a challen-
ging undertaking for most risks. Indeed much of the
complexity and controversy in ex ante risk regulation
relates to uncertainties in the identification and quanti-
fication of potential risks. Nevertheless, given the pre-
ventive purpose of ex ante risk regulation, regulators are
generally given considerable leeway in assessing risks,
including the use of conservative (or plausible worst case)
assumptions, requiring only substantial evidence and
not necessarily the weight of evidence to support risk
findings, and broad judicial deference to regulators’
technical expertise.

One ongoing tension in ex ante regulation is the
respective roles of legislators and regulators. The legisla-
ture in most jurisdictions has plenary power, and typi-
cally delegates to regulatory agencies the authority to
regulate, subject to the substantive and procedural
requirements included in the legislation. Regulatory
agencies generally have greater technical expertise,
available resources, and familiarity to address most risks
associated with science and technology, and in that
respect are the superior institution to make most risk
regulatory decisions.

The legislature may take the lead when distrust
between the legislature and regulatory agencies, or an
issue itself, becomes so politically controversial that the
greater legitimacy and accountability of the legislature
is required (Goldberg 1987). A major concern is that
legislation is usually more refractory to revision and
updating than regulation, and thus inflexible statutory

risk requirements can quickly become obsolete in areas
of rapid technological change. An example is the so-
called Delaney clause (1958) in the United States,
which banned all food additives found to cause cancer
in animals or humans based on a 1950s-vintage dall or
nothing view of carcinogenicity that had been scientifi-
cally outdated for many years before the law was finally
repealed in 1996 (Merrill 1988).

Ex ante regulation of risks associated with science
and technology thus presents some unique issues and
tensions in institutional choice. Given the pace of tech-
nological change and the complexity of the subject, leg-
islatures are likely to be at a greater disadvantage com-
pared to regulatory agencies in determining risks
associated with science and technology. By contrast the
fundamental social, policy, and ethical issues raised by
many new scientific and technological advances call for
the greater accountability and plenary power elected
legislatures offer.

The other major legal mechanism for regulating
risks from science and technology is ex poste litigation
and liability. Individuals injured by technologies may
bring tort or product liability lawsuits seeking compen-
sation, and science plays a critical role in providing
proof of causation in such cases. Based on concern that
such litigation was vulnerable to expert testimony of
dubious scientific credibility, courts have focused on
ensuring that scientific evidence presented to juries is
sound. A leading development in this regard is the U.S.
Supreme Court’s 1993 decision in Daubert v. Merrell
Dow Pharmaceuticals, Inc. that requires federal courts to
perform a gatekeeping function to ensure that scientific
evidence and testimony is reliable and relevant before it
can be admitted. This opinion has resulted in judges
being proactive and knowledgeable in screening pro-
spective scientific testimony, and has generated an
enormous body of scholarly commentary on how judges
should evaluate scientific evidence (Black et al. 1994,
Beecher-Monas 2000). It has also stimulated profes-
sional scientific organizations such as the American
Association for the Advancement of Science (AAAS)
to seek to educate judges about science and to provide
lists of qualified experts.

Unlike ex ante regulation that evaluates whether a
particular product, process, or technology may present
risks, ex poste regulation is directed more specifically at
whether the technology caused a specific type of injury
in a particular individual or group of individuals. The
scientific obstacles and uncertainties in demonstrating
specific causation are even more complex than those
faced in demonstrating general causation in the regula-
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tory context. The judicial system uses presumptions,
burdens of proof, and standards of proof in reaching
decisions under conditions of uncertainty.

PROMOTING THE BENEFITS OF NEW TECHNOLOGIES.
The law also plays a critical role in fostering innovation
and promoting the development of new technologies
through several legal mechanisms and doctrines. Per-
haps the most important of these relates to intellectual
property, by which the law gives inventors and creators
a time-limited exclusive right to commercially exploit
the output of their work. Intellectual property is pro-
tected through a number of legal forms, including
patents, copyright, trademarks, and trade secrets. The
underlying rationale for protecting intellectual property
is to promote innovation, by giving researchers and
authors economic incentives to create new inventions
and works. Intellectual property protection is particu-
larly important in high technology industries such as
computer software and biotechnology where ideas and
innovations rather than infrastructure and machinery
are primary company assets.

New technologies present fundamental challenges
to traditional intellectual property doctrines. For exam-
ple, digital information may not be adequately protected
by traditional copyright enforcement procedures, which
require the copyright owner to bring a lawsuit alleging
infringement. Because unlimited numbers of perfect
digital copies can be made at almost zero marginal cost
by simply uploading the material onto the Internet, leg-
islatures and courts have extended greater copyright
protections for digital data. This is exemplified by the
notice and take-down provision of the U.S. Digital Mil-
lennium Copyright Act (1998) that compels Internet
service providers (ISPs) to promptly remove informa-
tion that copyright holders claim is infringing their
copyright.

The rapid growth and use of peer-to-peer file
exchange likewise challenges the capability of copyright
law to protect copyrighted digital works, and has
resulted in a renewed interest in using data protection
technologies such as encryption instead of, or in addi-
tion to, the law to protect copyright. This trend, in turn,
has created the need for legal restrictions on anti-cir-
cumvention measures that could be used for unauthor-
ized bypassing of data protection technologies. However
restrictions on anti-circumvention technologies have
also been criticized for extending copyright beyond its
traditional limits, including by undermining the fair use

of digital data and unduly restricting scientific research
(Samuelson 2001).

There are similar challenges in adapting patent law
to genetic discoveries. Patenting genes has raised many
scientific, legal, ethical, and practical complexities that
established patent law is not equipped to address. For
example, the traditional distinction between non-paten-
table products of nature and patentable human inven-
tions and discoveries has been blurred by technology
that permits the isolation of genes (often in a slightly
different form) from living organisms. How should ethi-
cal and moral concerns about patenting genes and living
organisms be considered in patent decisions, if at all?
Should there be exceptions from patent enforcement for
patented genes and organisms used for research or clini-
cal applications? Might gene patents actually impede
research and slow innovation, contrary to the very pur-
pose of patenting, due to overlapping and stacked patent
rights that make the administrative costs of licensing
prohibitive (the so-called tragedy of the anticommons)
(Heller & Eisenberg 1998)?

In addition to its efforts to protect intellectual prop-
erty, the law encourages advances in technology
through antitrust doctrine. Antitrust law promotes
innovation by preventing companies from exercising
monopoly power or colluding together to block new
market entrants and innovations. Technology industries
present unique antitrust issues. On the one hand,
increased antitrust concerns and scrutiny may be war-
ranted because of the potential for network effects to
result in path dependency. Specifically the positive
externalities of having other users with a compatible
system may create an entry barrier to new competitors
that can result in a de facto monopoly for the early
industry leader, because users will be reluctant to adopt
a new, better technology if it is not compatible with
other users. The high initial costs of creating and intro-
ducing a new product combined with the low marginal
cost of many knowledge-intensive industries heavily
favors superior market power for the already-established
player.

On the other hand, there are factors to suggest that
antitrust issues might be of less concern in high technol-
ogy industries. Rapid technological progress in high-
technology sectors can result in rapid changes in market
position, even for a market leader. For example, Word-
Star was an early market leader in word processing soft-
ware, but was quickly replaced by new market entrants
with superior attributes. Given these conflicting factors,
the role of antitrust law in regulating high technology
industries and promoting technological innovation
remains a major area of academic and policy debate

(Hart 1998-1999, Liebowitz and Margolis 1996).
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Antitrust actions brought in the United States and
Europe against the Microsoft Corporation in the late
1990s and early 2000s illustrate these conflicting anti-
trust considerations. Government authorities claimed
that Microsoft, by virtue of its Windows computer oper-
ating system, had a monopoly power with respect to
other such operating systems that allowed Microsoft to
suppress innovation in potentially competing products.
Microsoft contended that it should be permitted to
improve its products to include new functionalities (that
is, a web browser), and that the antitrust enforcement
actions were restraining such advances.

There are also other legal instruments for promot-
ing innovation and advancing technology. Direct gov-
ernmental funding of scientific research and develop-
ment, as well as indirect subsidization through legal
mechanisms such as research and development tax cred-
its, are important stimulants. Technology-forcing regu-
lations, such as motor vehicle emission standards,
prompt technological progress in specific industries.
Other standards that provide for uniformity of new tech-
nology formats, such as digital television, likewise are
intended to facilitate technological development.

ADDRESSING ETHICAL IMPLICATIONS OF TECHNOLOGY.
The law is the primary vehicle by which society seeks to
resolve controversies raised by scientific research and
new technologies. Whether the issue is surrogate
motherhood, voluntary euthanasia, human cloning,
genetic engineering, privacy in the workplace, online
security, or any other technological advance with
potential ethical consequences, society relies on legisla-
tures and courts to develop and apply appropriate legal
principles. The bioethicist Daniel Callahan has
described this tendency to translate moral problems into
legal problems as legalism, but he himself identifies a
vacuum of societal institutions other than the law to
resolve moral issues in a satisfactory manner (Callahan
1996). Indeed the failure to legally proscribe an activity
carries an implicit message that the activity is morally
acceptable.

In some cases, courts have restricted their own
authority to consider the ethical aspects of controversial
technological developments. For example, the U.S.
Supreme Court held that living, engineered organisms
such as the OncoMouse could be patented, and refused
to address ethical arguments raised by such patenting,
finding that those ethical objections were best addressed
to the legislative arm of the government. Even when
courts exclude ethical considerations, they often remain
the primary motivation for litigation, which is then
fought on surrogate legally-cognizable grounds.

Institutional Issues

The second major strand in the study of law-science
interactions is the impact of science and technology on
the practice of law, and the reciprocal effect of law on
the practice of science.

EFFECTS OF SCIENCE AND TECHNOLOGY ON THE
PRACTICE OF LAW. Scientific and technological
advances have both substantive and procedural effects
on the law. On the substantive side, new scientific evi-
dence and techniques can change the way legal claims
are resolved, including their outcomes. For example, for-
ensic DNA evidence has fundamentally changed crim-
inal law and paternity disputes by greatly improving the
veracity of legal fact finding, while creating a plethora
of new legal, ethical, and social issues (Imwinkelried
and Kaye 2001). In criminal cases, forensic DNA has
helped identify and convict guilty persons who might
have otherwise escaped prosecution, and exonerated
innocent persons accused or convicted. But this power-
ful forensic tool raises new issues, such as how and from
whom DNA samples should be collected and stored,
how genetic information may be used, and when con-
victed criminals should be permitted to reopen cases
based on new DNA evidence.

Advances in technology are further revolutionizing
the procedural aspects of law. The practice of law has
historically been influenced by new technologies,
including the printing press, telephone, photocopier,
and fax (Loevinger 1985). In the early twenty-first cen-
tury, digital evidence has improved the quality and
availability of trial evidence, while raising concerns
about tampering with digital photos and recordings.
On-line databases, digital document repositories, elec-
tronic discovery, new graphics and presentation tech-
nologies, and digital courtrooms are changing the ways
lawyers research, prepare, and present their arguments
(Arkfeld 2001). On-line filing and availability of court
records is increasing the convenience and availability of
judicial proceedings, yet creating new privacy concerns.

EFFECTS OF LAW ON THE PRACTICE OF SCIENCE.
According to Justice Breyer, “science depends on sound
law—Ilaw that at a minimum supports science by offer-
ing the scientist breathing space, within which he or
she may search freely for the truth on which all knowl-
edge depends” (Breyer 1998, p. 537). Until recently,
law rarely intruded into the inner sanctum of the space
it created for science. Beginning in the 1980s, however,
the law has steadily intruded into the practice of
science. Investigations of claims of science misconduct
have become more frequent and legalistic, as govern-
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ment investigators adopt adversarial and formal proce-
dures approaching those used by criminal prosecutors.
Individuals claiming to have been aggrieved by scienti-
fic misconduct or allegedly false claims of scientific mis-
conduct frequently seek judicial remedies. Attorneys
have even served non-party subpoenas on scientists who
are doing research potentially relevant to a pending law-
suit, even if the subpoenaed scientists have no relation-
ship to the litigation or any of the parties. This imposes
a costly burden on scientists, and exposes them to intru-
sive searches and disclosures about their research
activities.

Legislatures are also subjecting scientists to new
legal requirements. Governmentally-funded researchers
have long been subject to a number of requirements that
are conditions of federal funding, such as requirements
for human subject protection. But in 1998, the U.S.
Congress passed the so-called Shelby Amendment that
subjects researchers funded by the federal government
to the Freedom of Information Act (FOIA), under
which citizens can request and inspect all relevant docu-
ments not protected by limited exemptions. The Office
of Management and Budget subsequently narrowed this
legislation to federally-funded research directly relied
upon in federal rulemaking, but even under such a con-
stricted (and challengeable) interpretation, this legisla-
tion represented an unprecedented legal intrusion into
the laboratory. In 2000 the U.S. Congress enacted the
Data Quality Act, which imposes a series of substantive
and procedural requirements on scientific evidence used
by regulatory agencies. These developments indicate a
trend of growing legal intrusion into the science, which
was once perceived as a self-governing republic generally
impervious to legal interventions (Goldberg 1994).

Tensions Between Law and Science

The third strand of law, science, and technology exam-
ines the tensions and conflicts that occur when law and
science are juxtaposed in decision making. These ten-
sions and conflicts generally flow from the fact that law
and science have different objectives and procedures.
One frequently mentioned difference is that the law
focuses on process, whereas science is concerned with
progress (Goldberg 1994). While both law and science
are evidence-based systems for finding the truth (Kaye
1992a, Jasanoff 1995), the law is concerned with norma-
tive considerations such as fairness and justice, considera-
tions generally outside the scientific framework. Given
this difference, otherwise relevant evidence is inadmissi-
ble in law if its use or the way it was obtained is unfair,
whereas the concept of excluding pertinent data is for-

eign to science (Loevinger 1992, Foster and Huber
1997). One U.S. federal judge described science as
“mechanical, technical, value-free, and nonhumansitic,”
while law is “dialectical, idealistic, nontechnical, value-
laden and humanistic” (Markey 1984, p. 527). Another
difference is that “[c]onclusions in science are always
probable and tentative,” whereas “[clonclusions in law
are usually certain and dogmatic” (Loevinger 1985, p. 3).
Given these and other contrasts, it is not surprising that
tensions such as the following have developed.

TECHNICAL COMPETENCE. Most legal decision
makers (for example legislators, judges, and juries) have
very little scientific training and expertise, and yet are
called upon to decide highly complex technological
matters (Bazelon 1979, Faigman 1999). The result is
that “amateurs end up deciding cases argued by experts”
(Merges 1988, p. 324). There is therefore concern that
legal decision makers will fail to reach scientifically
credible decisions (Angell 1996) and will be improperly
misled by junk science (Huber 1988).

The legal system has instituted a number of proce-
dural and substantive innovations in an attempt to
enhance the scientific merits and credibility of its deci-
sions. One major change has been a systematic shift of
decision-making authority from juries to judges, presum-
ably because judges have greater capability and experi-
ence in distinguishing valid from invalid scientific testi-
mony. Thus, as previously noted, judges in U.S. federal
courts are required to perform a gatekeeping function to
screen proposed scientific testimony for its reliability
and relevance before it can be presented to a jury (Dau-
bert v. Merrell Dow Pharmaceuticals, Inc. [1993]). Simi-
larly, in patent infringement cases, the critical issue of
interpreting the scope of a patent has been taken from
juries and given to the trial judge pursuant to a 1996
U.S. Supreme Court decision.

Another innovation is the use of neutral or third
party experts, appointed by the court rather than the
contending parties to assist a judge or jury in under-
standing the scientific issues in a case. Some jurisdic-
tions have also experimented with specialized courts
better able to handle technological disputes, such as the
digital court implemented by the State of Michigan.
The increased use of pretrial conferences to narrow the
scientific issues in dispute and the appointment of spe-
cially trained law clerks and special masters are other
techniques courts employ to better handle complex
scientific and technological cases (Breyer 1998).

In the legislative context, there is a growing recog-
nition of the need for legislatures to have their own
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scientific and technological advisory bodies (Faigman
1999), with some pressures in the United States to
replace the Office of Technology Assessment which was
abolished in 1995. Most European governments and the
European Union have established technology advisory
bodies for their legislators.

LEGAL VS. SCIENTIFIC STANDARDS. Another area of
dispute is whether the law should apply scientific stan-
dards and methods of proof, or apply its own standards
to scientific evidence. An example is the concept of sta-
tistical significance, where the standard scientific con-
vention is that a result will be considered statistically
significant if the probability of the result being observed
by chance alone is less than five percent (i.e., p < 0.05)
(Foster and Huber 1997). Some legal experts argue that
the law should apply a more lenient standard, specially
in civil litigation where the standard of proof is the pre-
ponderance of the evidence (i.e., p > 0.5), because while
science focuses primarily on preventing false positives,
the law is equally if not more concerned about false
negatives (Cranor 1995, Shrader-Frechette 1991).
Other experts caution against equating the scientific
standard of statistical significance with the legal stan-
dard of proof, because the two measures perform differ-
ent functions and are like comparing apples and oranges
(Kaye 1992b, Kaye 1987).

Judge Howard Markey, while sitting as Chief Judge
of the U.S. Court of Appeals for the Federal Circuit,
wrote that “[n]o court ... should base a decision solely
on science if doing so would exclude the transcendental
ethical values of the law” (Markey 1984, p. 525). He
warned that “juriscience might displace jurisprudence”
as a result of the tendency to “scientize the law” (Mar-
key 1984, p. 525). In contrast, the U.S. Supreme Court’s
Daubert decision held that courts must ensure that
scientific testimony have a “grounding in the methods
and procedures of science,” that is, be “derived by the
scientific method” before it can admitted, which
imports scientific standards of evidence into the law
(Daubert v. Merrell Dow Pharmaceuticals, Inc. [1993], p.
590). Similarly Justice Breyer has argued “an increas-
ingly important need for law to reflect sound science”
(Breyer 1998, p. 538). Yet “some courts remain in the
prescientific age” unless and until they “embrace the
scientific culture of empirical testing” (Faigman 2002,

p. 340).

TIMING OF DECISIONMAKING. Science and technol-
ogy are progressing at increasing rates (Carlson 2003).
A classic example of the rapid acceleration of technol-
ogy is Moore’s law, which predicts that the number of

transistors on microchips will double every two years.
The law is much slower to evolve, with case law advan-
cing incrementally and gradually, and legislation advan-
cing only sporadically. Statutes, in particular, can
quickly become outdated as legislatures are limited, as a
practical matter, to revisiting most issues every few years
at best, and for some issues every few decades. Case law
is also slow to adapt to advances in science and technol-
ogy due to the binding effect of past precedents (stare
decisis), something that does not impede science and
technology. The result is that the law is often based on
outdated scientific assumptions or fails to adapt to new
technologies or scientific knowledge. Many experts
argue that more flexible and adaptive legal regimes are
needed to keep pace with advancing technological sys-
tems (Green 1990).

By contrast, there are situations where the law must
address a question prematurely, before adequate scienti-
fic data are available (Faigman 1999). Science is in no
rush to come to a final decision on any specific issue,
and can afford to suspend judgment until all the evidence
is in, even if that takes decades or centuries. Law does
not always have the luxury of waiting (Goldberg 1994,
Jasanoff 1995). When a defendant is charged with a
crime, or a product manufacturer is sued for allegedly
harming a citizen, the court must reach a final decision
promptly without waiting for additional research to
further clarify the issues. The bounded timeline of the
law increases the risk of the legal system reaching deci-
sions that may later be deemed scientifically invalid.

NEW TECHNOLOGIES VS. OLD LAWS. Another issue is
whether new technologies require new laws or can be
addressed by existing legal frameworks. One colorful
articulation of this issue is the debate about whether
there is any more need for the law of cyberspace than for
the law of the horse (Easterbrook 1996, Lessig 1999). The
analogy refers to the fact that there were no major legal
doctrinal changes introduced to address the horse as it
became a major part of commerce in earlier times, but
rather existing doctrines were applied to the horse with
only minor modifications. Thus there is a question
about the need for new legal doctrines to address the
Internet on issues such as privacy, copyright, pornogra-
phy, and gambling. The passage of specialized laws such
as the Digital Millennium Copyright Act and the Child
Online Protection Act (1998) indicate a pattern of
adopting new laws to address at least some cyberspace
issues.

The same general issue arises in other technological
contexts. One major debate in the regulation of geneti-
cally modified organisms is whether such products
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should be governed by existing environmental and food
safety laws, or alternatively whether a new statutory
regime created specifically for biotechnology products is
required (Marchant 1988). Existing laws have generally
been applied in the United States, while new enact-
ments have been promulgated in Europe and other
jurisdictions.

Another example is patent law, where to date exist-
ing patent rules have been applied to new technologies
such as genes and other biomedical discoveries. Some
commentators have argued that new laws, in particular
new approaches that move away from the one-size-fits-all
approach of current law, are needed to provide optimal
patent protection for certain new and emerging technol-

ogies (Thurow 1997, Burk and Lemley 2002).

LEGAL INTERVENTION VS. MARKET FORCES. A final
recurring issue is the respective roles of law and market
in regulating new technologies. Specifically, under what
circumstances is legal intervention (in the form of legis-
lation or liability) appropriate, and when should the law
pull back and leave the market to operate? Major dis-
agreements on this fundamental issue exist. For exam-
ple, there are conflicting views on whether government
should restrict science funding to basic research, or also
fund more applied research and development of new
technologies.

This same basic tension between legal intervention
and market underlay disagreements about
whether Microsoft should have been subjected to anti-
trust enforcement because of its Windows operating sys-
tem or whether market forces were adequate to prevent
the company from unfairly exploiting its near mono-
poly. Another example is Internet privacy, where some
commentators assert that technology and the market

forces

can provide adequate assurances of privacy, while others
argue that a regulatory approach is needed. A third
example is whether the government should set standards
for technologies such as digital television and wireless
communications, or leave it to the market to develop a
de facto standard. These disputes rest on conflicting
economic and political perspectives that are unlikely to
be resolved in the foreseeable future.

Conclusion

The law interacts with science and technology in
diverse ways. These interactions will proliferate in the
future with advancing technologies that present novel
risk, benefit, and ethical scenarios. The nascent legal
field of law, science, and technology seeks to provide a

systematic treatment of these actions, and will grow and
evolve in parallel and apace with its subject matter.

GARY E. MARCHANT

SEE ALSO Auwiation Regulatory Agencies; Building Codes;
Communications Regulatory Agencies; Crime; Death Pen-
alty; Environmental Regulatory Agencies; Expertise; Evi-
dence; Food and Drug Agencies; Human Rights; Information
Ethics; Intellectual Property; Internet; Justice; Just War;
Misconduct in Science; Natural Law; Police; Regulation.
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SCIENCE, TECHNOLOGY,
AND LITERATURE

The ethical implications of science and technology
found in literaturre are varied and often implicit as well
as explicit. A beginning survey may reasonably include
the following non-exhaustive set of topics: the content
of narratives that make asseissments of science and
technology; orality, writing , printing, and electronic
communication as technologies involving certain cul-
tural contexts; and scientific theaories, experiments,
and practices as sociocultural influences on literature.
(Assessment of the stylistic and rhetorical strategies of
science and technology, while also related, are treated
in a separate entry.) Scholars in traditional disciplines
have often touched on these topics, but only in the
1970s did interdisciplinary fields—the history of the
book, science and technology studies, literature and
science studies, and cultural studies—begin to give such
concerns extensive attention. Tracing ethical aspects of
science, technology, and literature calls for examining
oratory, writing, printing, and electronic communica-
tion as technologies developed in cultural contexts;
studying scientific theories, experiments, and practices
as sociocultural influences on literature; assessing stylis-
tic and narrative strategies in scientific discourse,
including histories and philosophies of science, and elu-
cidating how literary works and theories interpret and
reconfigure science and technology as human endea-
vors. Scholars in traditional disciplines have touched on
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these topics for many years, but only in since the late
1970s have interdisciplinary fields—the history of the
book, science and technology studies (STS), literature
and science studies, and cultural studies—flourished to
focus on such concerns.

Ancient and Early Modern Myths of Science
and Technology

European classical representations of science and tech-
nology invoking ethical dilemmas appear in dramatic
and didactic poetry. Greek and Roman myths describe
Prometheus creating humans with Athena’s consent
and stealing fire for mortals from Zeus, actions that
inspired John Ferguson’s characterization of Prometheus
as a master inventor and trickster whose rebellious intel-
ligence helps humans rise above animals. Aeschylus’s
fifth-century Prometheus Bound posits that Zeus grew
angry at human achievements and at Prometheus’s
theft, punishing the latter by chaining him to a rock.
Hesiod’s Theogony (c.700 B.C.E.) notes that Prometheus’s
brother Epimetheus married the beautiful Pandora, who
was created as a punishment by Zeus. Pandora opens a
container, releasing a host of miseries on humanity;
however her curiosity inhibits human progress instead of
encouraging Biblical
accounts imputing ethical aspects of science and tech-
nology include Genesis 6, which details the building of
an ark by Noah, under God’s direction, to protect ani-
mal species, including Noah’s family, from the flood.
Genesis 11, in the story of the Tower of Babel, relates
how people built a tower and a city, thus prompting

innovation and invention.

God to create different languages in order to constrain
human achievement. These classical and Biblical texts
represent scientific and technical projects as enhancing
human life at the risk of alienating God.

Modern cautionary tales about Faust and the Sor-
cerer’s Apprentice further consider the dangers of
human meddling with science and technology. The
Faust Chapbook of 1587 describes Dr. Faust as a master
of science and sorcery who conjures the Devil and
enters into a pact with him: The Devil promises to serve
Faust and in exchange the doctor gives up his soul and
renounces his Christian faith. Faust is celebrated for his
ability to cast horoscopes but becomes increasingly
debauched. The impropriety of Faust’s aims and actions
has inspired a range of European literary texts, including
tragedies, narratives, and poetry by Christopher Mar-
lowe, Johann Wolfgang von Goethe, Heinrich Heine,
Paul Valéry, and Thomas Mann, and a number of musi-
cal works by Hector Berlioz, Charles Gounod, and Franz
Liszt. Goethe’s 1779 poem “ The Sorcerer’s Apprentice”
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“The Vitruvian Man,” 1490 drawing by Leonardo da Vinci. Made
as a study of the proportions of the human body, the drawing is often
used as an implied symbol of the essential symmetry of the human
body, and by extension, to the universe as a whole. (© Corbis.)

(“Der Zauberlehrling”) interpreted through Paul Dukas’s
symphonic scherzo “L’apprenti sorcier” (1897) served as a
source for the segment of Walt Disney’s film Fantasia in
which Mickey Mouse borrows the Sorcerer’s magic
broom and causes chaos before he is called to account
for the mess. These legends suggest that human desire to
know more about the world and control nature might be
hubristic and selfish. The narratives imagine how
endeavors motivated by extreme ambition inevitably
lead to catastrophe. A bug in a computer protocol is
commonly known by the term sorcerer’s apprentice mode,
as detailed in a number of websites linked to the Google
search engine.

Linking themes of egotism and passion for new
knowledge with contemporary theories about electricity
in Frankenstein, or The Modern Prometheus (1818), Mary
Shelley imagined how aspirations to conquer science
and ancient alchemy inspire and destroy Dr. Victor
Frankenstein. Frankenstein creates life only to turn his
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back on the creature he belatedly recognizes as a mon-
ster. Invoked often in fiction and film, the Frankenstein
myth of creation gone awry retains potency for many in
the age of bioengineering. Newspapers reporting on
deliberations by the U.S. Congress and President’s
Council on Bioethics to ban cloning and restrict fetal
tissue research invoked Shelley’s novel (along with
Aldous Huxley’s Brave New World). Activists employ
the term Frankenfood to denote food modified by pro-
cesses of genetic transplantation.

Referring to Pygmalion rather than Prometheus,
Nathaniel Hawthorne outlines the dangers of scientific
ambitions and technological tinkering in stories such as
“Rappaccini’s Daughter” (1846) and “The Birth-Mark”
(1846), whose plots explore how male scientists used
their wives or daughters as subjects for their experi-
ments. Villiers de L’Isle-Adam’s mechanical fantasy
L’Eve future (1880) follows a modern Pygmalion charac-
ter who applies scientific knowledge to engineer a Gala-
tea, only to find that even an artificial woman’s needs
surpass his scientific and technological ingenuity. Given
the saliency of myths pointing up the dangers of science
and technology, it is not surprising that themes of
hubris, technology run amok, and scientific arrogance
are common in science fiction, postmodern realist lit-
erature, and expository prose.

Printing and the Reading Revolution

Although the Sumerians created clay books as early as
3000 B.c.E. and the Chinese developed printing techni-
ques in the early-second century C.E., accounts of mod-
ern printing technology usually begin with the importa-
tion of paper from Asia to Europe (Graff 1991). Early
experiments with xylography and metallographic print-
ing were disappointing (Havelock 1976). Johannes
Gutenberg (1390-1468), who is credited with inventing
typography, also is generally understood to be the first
printer to use movable type in 1436. Metal type repre-
sented an advance on woodcuts, which were time-con-
suming to produce and of limited use. At the end of the
sixteenth century, the printing industry was well estab-
lished in many European cities even though printing
remained a tedious process. While most books dealt
with religious subjects, dramas and fictions were also
published. Censorship and political restrictions curtailed
some printers; in seventeenth-century England the gov-
ernment limited the number of printers.

After the Renaissance, advances in type and the
use of paper covers decreased the cost of books while
promoting a diversity of written materials. At the end of
the eighteenth century, the invention of lithography

and innovations in the power press advanced the print-
ing industry, while improvements in papermaking and
stereotyping decreased costs in the early-nineteenth
century. By then reading had become a necessary part of
everyday life for North Americans and Western Eur-
opeans in that work, worship, and social relations
encouraged the activity and education became a funda-
mental goal of democracy (Graff 1991). In the United
States during the antebellum period, children, prisoners,
and freed slaves were taught to read as a means of socia-
lization and economic empowerment, principles enun-
ciated in didactic literature (Colatrella 2002).

Oral-Literacy Transformation

Developing scientific schema and philosophical the-
ories, post-Enlightenment scholars demonstrated wide-
ranging interests in linguistic, rhetorical, and narrative
forms associated with oral and written texts. Linguists
and philologists in the late-eighteenth and nineteenth
centuries traced connections among Indo-European lan-
guages, studied classical rhetorical modes, and collected
folktales from various regions. Romantics, who had an
interest in ordinary people and their texts, celebrated
the vernacular; James McPherson in Scotland, Thomas
Percy in England, Jacob and Wilhelm Grimm in Ger-
many, and Francis James Child in the United States col-
lected examples from the oral traditions of those coun-
tries (Ong 1982). The work of these writers influenced
twentieth-century formalists and structuralists, who
melded textual and cultural analyses in their work on
the periphery of the social sciences, notably in the fields
of psychology and anthropology.

In the early-twentieth century, Andrew Lang
demonstrated that oral folklore offered sophisticated verbal
art forms (Ong 1982). Lang’s work encouraged others to
analyze techniques employed in classical poetry, particu-
larly Homer’s Iliad and Odyssey, and reinvigorated a
debate begun in the seventeenth century concerning evo-
lution and authorship of these works. In the twentieth
century, Milman Parry viewed each Homeric epic as the
culmination of orally delivered formulaic phrases used by
bards. Building on Parry, Albert Lord hypothesized that
“the idea of recording the Homeric poems, and the Cyc-
lic epics [the Epic of Creation and the Epic of Gilga-
mesh], and the works of Hesiod, came from observations
of or hearing about similar activity going on further to
the East,” specifically early versions of the Old Testament
in ninth-century Palestine (Lord 1978, p. 156). Eric
Havelock claimed the written versions of the Iliad and
the Odyssey were the first products of the new Greek
alphabet developed around 700-650 B.C.E. (Ong 1982).
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Parry made phonographic recordings of working
poets in 1930s Yugoslavia as a means of studying the
composition of oral poems that might shed light on the
development of the Homeric epics. After Parry’s death,
Lord continued the project, publishing The Singer of
Tales in 1960, a book based on recordings and transcrip-
tions. He argued that the Yugoslavian poets, who were
generally illiterate, typically composed their songs dur-
ing their performances according to mechanisms likely
used in formulating the Homeric epics. Novice poets
were able to create new songs because they had learned
stories and formulaic phrases by watching the perfor-
mances of others, a prerequisite for developing the spe-
cial technique of composing by combining well-known
formulas. Building on Parry, Lord argued that Homer
composed oral narrative poetry through the same
method, based on “intricate schematization of formulas”

in Greek hexameter (Lord 1978, p. 142).

At the end of the twentieth century, the orality-lit-
eracy distinction drew the attention of theorists such as
Jacques Derrida, ]J. L. Austin, John Searle, and Mary
Louise Pratt, whose arguments influenced post-structur-
alist theories about literature. Derrida questioned the
privileging of orality over writing, calling the practice
phonocentrism and connecting it to logocentrism. He
provoked speech act theorists Austin and Searle in
pointing out that “the uses of language could not be
determined as exclusively either normal or parasitic”
(Halion 2003, Internet site). Suggesting the possibility
of a unified theory of discourse, Pratt argued against the
idea that the discourse of literature is functionally dis-
tinct from other verbal expressions.

Media Literacy

Contemporary interest in literacy shifts peaked in the
the twentieth century as a transformation from print to
new media developed. A number of non-fiction writers,
including Marshall McLuhan, Ivan Illich, and Alvin
and Heidi Toffler, addressed social issues concerning
electronic media. The Tofflers conceived a popular the-
ory of history describing three successive eras—the agri-
cultural age, the age of the Industrial Revolution, and
the Information Age, becoming famous as consultants
to Newt Gingrich, who served as Speaker of the House
in the U.S. Congress in the early 1990s. The Tofflers’s
work celebrates technological advances as progress. In
contrast, Illich’s writings question the assumed superior-
ity of industrialized nations, the centralization of politi-
cal authority, and faith in technology. He analyzed
issues in medicine that denaturalize human control for
the sake of technology.

Recognizing that consumers are bombarded with
hundreds of advertisements, Illich criticized the reversal
of the relation of needs and wants by materialist culture
and argued that more technology does not produce
greater leisure, freedom, or satisfaction; that what many
think of as schooling is more properly termed deschool-
ing; and that literacy can constrain rather than enable
one’s prospects in a culture. Some late-twentieth-cen-
tury writers were inspired to apply Illich’s theories in
books such as ABC: The Alphabetization of the Popular
Mind (1988) and In the Vineyard of the Text (1993), to
projects associating literacy with technological change
in the convivial society. Illich’s concept of the convivial
society in which technologies serve individuals rather
than managers might have helped convince Lee Felsen-
stein, a founder of Community Memory—regarded by
many as the world’s first public computerized bulletin
board system—to use the computer, which had been pri-
marily promoted as having industrial applications, for
artistic expression. English teacher Allan Luke posi-
tively characterizes literacy as a communications technol-
ogy engaging individuals with real and fantastic worlds,
creating a simultaneous universe, akin to McLuhan’s glo-
bal village, while Howard Rheingold describes smart mobs
of individuals linked by electronic technologies.

McLuhan described his argument in The Gutenberg
Galaxy, published in 1962 as complementary to those of
Parry and Lord in dealing with cultural shifts affected by
changing media; whereas their work accounted for the
orality-literacy transformation, his provided trenchant
analysis of the transformation from print to digital lit-
eracy. McLuhan resisted evaluating cultural change,
instead concentrating on delineating connections
among sociopolitics, culture, and media. In an inter-
view, he explained how printing influenced national-
ism: “Nationalism didn’t exist in Europe until the
Renaissance, when typography enabled every literate
man to see his mother tongue analytically as a uniform
entity. The printing press, by spreading mass-produced
books and printed matter across Europe, turned the ver-
nacular regional languages of the day into uniform
closed systems of national languages ... gave birth to
the entire concept of nationalism” (McLuhan 1995, pp.
243-244). McLuhan recognized that while technologies
and media inevitably produce changes, such shifts could
often be uncomfortable for those experiencing them and
ought to be considered critically, as Illich and Neil Post-
man argue.

McLuhan’s work allusively comments on cultures,
texts, and media technologies, often through aphorisms
attesting to diverse influences. His celebrated statement
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“The medium is the message” from Understanding Media
published in 1964, described technological conse-
quences as continuous: “the personal and social conse-
quences of any medium—that is, of any extension of
ourselves—result from the new scale that is introduced
into our affairs by each extension of ourselves, or by any
new technology” (McLuhan 1995, p. 151). He recog-
nized differences among media, distinguishing cool and
hot media as media requiring engagement (telephone)
or passivity (radio) on the part of the user. He described
the inevitable constraints associated with technological
progress; for example, that the alphabet can “alter the
ratio among our senses and change mental processes” as
“an aggressive and militant absorber and transformer of

cultures” (McLuhan 1995, pp. 119, 144).

Digital Literacy

Many language and technology theorists have devel-
oped McLuhan’s insights, extending them to other tech-
nical developments and evaluating their applicability to
revisionist histories of literacy and cognition. Adopting
some of McLuhan’s ideas about the power of media to
influence human perceptions in Orality and Literacy
(1982), Walter Ong characterizes writing as a technol-
ogy that changes human consciousness. Investigations
in cognition formed the basis for the development of
electronic communication media. In How We Became
Posthuman (1999), Katherine Hayles describes Norbert
Wiener’s cybernetics, Claude Shannon’s information
theory, and the fictional contributions of Philip K. Dick
to ideas of distributed consciousness and thereby offers a
history of disembodiment in cybernetics. Brian Massumi
reviews philosophies of perception, including those of
Henri Bergson, William James, Gilles Deleuze, Felix
Guattari, and Michel Foucault, to argue that new ways
of reading are necessary to understand the body and
media (film, television, and the Internet) as cultural
formations.

Janet Murray argues that late-twentieth-century
forms of media changed storytelling conventions to
require interactivity. She acknowledges earlier narrative
forms and strategies that provide precedents and points
of comparison for such media, especially the epic, the
picaresque, and the drama of Shakespeare, forcefully
arguing that movies, computer games, and hypertext
novels are new narrative forms requiring new ways of
appreciating a story. Hypertext fiction, poetics, and his-
tory, and new media criticism by Michael Joyce, Stuart
Moulthrop, George Landow, and Jay Bolter also proffer
the argument that hypertextual narrative forms revise
notions of interactivity and change perception in repre-

senting reality in new, perhaps dangerous, ways. In their
joint work, Bolter and Richard Grusin detail changes in
Internet media reflecting the remediation of different
media forms and their effects on users, particularly in
the way that the Internet has become another, albeit
more interactive (cool), medium. Greg Ulmer considers
electronic communication in teaching composition in
universities, arguing that students accustomed to inter-
active technologies benefit from a constructivist rather
than instrumentalist approach.

Authorship, Technology, and Ethics in the
Information Age

Post-structuralists theorists Roland Barthes, Derrida,
and Foucault questioned traditional notions of author-
ship. Their critiques suggest that it is impossible for any-
one, even another author, to divine a writer’s intentions
and that readers provide intertextual and contextual
information that expands the text. Barthes acknowl-
edges in “The Death of the Author,” which first
appeared in 1968, that the plurality of voices in the text
inevitably produce many possible meanings for readers.
Foucault also questioned to what extent biographical
information should affect consideration of an author’s
literary output in “What Is an Author?, first published
in 1969, positing the author function and emphasizing the
value of studying discourse rather than biography. The
Internet complicates ideas of authorship. Each search
produces a list of sites that could be one person’s work,
that of a group, or the official page of a company or
institution, while many web pages have no identified
authors. Contributors to an electronic forum collaborate
as multiple authors to a boundless text.

In this way, electronic writing further reduces the
distance between reader and text (a shift previously
noted by Walter Benjamin), and increases the ephemer-
ality of a text. The fixity of the printed text has trans-
formed into the fluidity of electronic content. Scholars
present electronic archives of canonical writers such as
Emily Dickinson, Herman Melville, and Walt Whitman
that incorporate all versions of particular texts, while
hyperlinks organize text to present fluid documents with
multiple reading pathways. Electronic sites also recuper-
ate once-popular writers whose works appear on the
Internet along with those never-before-published.

Although Internet communication enhances many
aspects of social life, its boundlessness also creates ethi-
cal problems. Free speech advocates resist filtering infor-
mation. Satisfactory technical solutions preventing elec-
tronic mail spam, plagiarism, identity theft, and
pornography aimed at juveniles have not yet been
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developed. Free electronic distribution of music and film
appeals to many users but chips away at intellectual
property rights, as is argued by artists and producers in
the recording and film industries. Ethical standards
regarding authorship, as cases of plagiarism and false
documentation of sources suggest, call into question the
name on the book or the claims within it, but generally
the production process appears to be opaque to a reader,
who could easily assume, for instance, that a biography
was researched and written by the author noted on the
cover or that a reporter whose byline appears on an arti-
cle witnessed an event, while there may in fact have
been contributions from numerous research assistants or
virtual research may have substituted for an on the
scene account.

Critical Paradigms of Taste and Technology

Literary criticism has a long history of valuing some gen-
res, writers, or works over others for ethical reasons.
Plato characterized poetry as too dangerous to exist in
the ideal republic because it inspired political critique,
and Jonathan Swift satirized the seventeenth-century
Battle of the Ancients and the Moderns that provoked
many French and English critics to debate the merits of
classical versus contemporary literature. Training in
modern languages and literatures is a product of the
post-Romantic age. Earlier education in liberal arts was
dominated by study of classical texts; but by the early-
twentieth century, ideas of canonicity transformed to
include certain modern texts. Cultural tastes change
over time; for example, the novels of Herman Melville
gained popular attention in the late 1840s and 1850s,
but his critical reputation then diminished before critics
in the 1920s rediscovered his work. In the late-twenti-
eth century the literary canon of Great Books expanded
to include works from non-European or North Ameri-
can cultures and by women and minorities. Thus, while
the high versus popular culture distinction has had par-
ticular resiliency, it has been applied to shifting sets of
literary works.

The effects of technology on standards of literary
taste have primarily concerned issues of reproduction
associated with electronic media. In “The Work of Art
in the Age of Mechanical Reproduction” (1936), Benja-
min argues that advances in printing changed the status
of art in making woodcut graphics reproducible in litho-
graphy, thereby enabling “graphic art to illustrate every-
day life” (Benjamin 1985, p. 219). Benjamin notes the
inverse relation of accessibility and quality of works of
art that accounts for the popularity of a Chaplin film
versus “‘the reactionary attitude toward a Picasso paint-

ing” (p. 234): “The greater the decrease in the social
significance of an art form, the sharper the distinction
between criticism and enjoyment of the public” (p.
234). His essay ends by suggesting the dangerous capaci-
ties of film to support totalitarianism.

Frederick Kittler also analyzes how the functions of
literature depend upon contextual shifts of discourse sys-
tems and on changing technical capacities of media.
Like Foucault, he organizes history into eras based on
paradigms of how literature is read in relation to other
discourses, and, like Benjamin, he is concerned about
determining effects of technology on literature. Saul
Ostrow references McLuhan’s idea that technology
extends the human body in remarking that “Kittler is
not stimulated by the notion that we are becoming
cyborgs, but instead by the subtler issues of how we con-
ceptually become reflections of our information sys-
tems” (Kittler 1997, p. x). In an essay considering Bram
Stoker’s Dracula (1982), as a commentary on the repro-
ducibility of technology, Kittler notes that communica-
tion systems determine modern interpretations and fore-
cast the death of literature: “Under the conditions of
technology, literature disappears ...”(Kittler 1997, p.
83).

Building on elements of Jacques Lacan, Foucault,
and Derrida, Kittler theorizes about the discourse net-
works of 1800 and 1900. He identifies the classical
romantic discourse network of 1800 according to its fun-
damental formulation of mothers socializing children
through phonetic reading (universal alphabetization) and
that of the modemnist discourse network of 1900 by the
influence of technologies such as the typewriter on writ-
ing and reading (technological data storage). Kittler recali-
brates literary works and theories by representing them
as media: “literature ... processes, stores, and transmits
data” (Kittler 1990, p. 370). He argues that a trans-
formed literary criticism ought to understand literature
as an information network, thereby classifying literary
study as a type of media studies. In representing litera-
ture as technology, Kittler’s theories encourage literary
criticism that connects works of art to scientific prac-
tices and theories.

Futurism

Agreeing with progressive thinkers who argued the ben-
efits of modern technology, the early-twentieth-century
Futurism movement recognized literature to be a form of
imaginative anticipation of and stimulation toward
scientific and technological change. Futurists reacted
against Romantic conceptions of literature as a senti-
mental retreat from technology. In a 1909 manifesto,
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Italian futurists such as Filippo Tommaso Marinetti pro-
posed that products of the machine age might be cele-
brated alongside nature: “We will sing of the vibrant
nightly fervour of arsenals and shipyards blazing with
violent electric moons; greedy railway stations that
devour smoke-plumed serpents; factories hung from
clouds by the crooked lines of their smoke; bridges that
stride the rivers like giant gymnasts ...
steamers that sniff the horizon; deep-chested locomo-
tives whose wheels paw the tracks like the hooves of
.” (Tisdall and Bozzola 1978,
p. 7). Marinetti excelled in performing manifestoes,
designed to incite the crowd, at Futurist evenings; his
arguments characterized “man as the conqueror of the
universe, destined to impose change with the aid of
science” (Tisdall and Bozzolla 1978, p. 89). Futurist
painters concentrated on depicting dynamic forces,
especially those of urban life. Photographers and film-
makers applied principles of Photodynamism to inte-
grate light and line into action. Futurism encouraged
poets, dramatists, and other writers to describe the life
of matter without imposing versions of Romantic or
pantheistic ego on material conditions.

adventurous

enormous steel horses ..

Composers, architects, and activists were similarly
drawn to the utopian promise of futurism. Antonio
Gramsci, co-founder of the Italian Communist party,
expressed sympathy for the Futurist attempts to destroy
the foundations of bourgeois civilization because “they
had a precise and clear conception that our era, the era
of big industry, of the great workers’ cities, of intense
and tumultuous life, had to have new forms of art, philo-
sophy, customs, language (Tisdall and Bozzolla
1978, p. 201). In contrast, in “The Work of Art in the
Age of Mechanical Reproduction,” Benjamin pointed
to how such radicalism, encouraged by technological
change and promoting self-alienation, aestheticized
destruction and contributed to Fascism.

Literature, Science, Technology, and Culture

Matthew Arnold in “Literature and Science” (1882)
outlined a distinction between the disciplines later
represented by C. P. Snow as the two cultures in his 1959
Rede lecture. Literary and cultural critics in the late-
twentieth century changed the terms of such classifica-
tion schemes in interpreting a range of texts—written,
dramatized, ritualized, and so on—as cultural products.
Clifford Geertz, Raymond Williams, and Victor Turner
contributed fundamental concepts supporting the lin-
guistic, or narrative, turn in anthropology and cultural
studies. Geertz and Turner unpacked social events as
cultural texts affecting individuals as community rituals,

while Williams looked at the symbolism of ordinary life
that had previously been excluded from scholarly con-
sideration. Sociologists Bruno Latour and Sharon Tra-
week examined laboratory life and scientists’s networks
and discourse. Their work, along with that of Stuart
Hall and Frederic Jameson, among other cultural critics,
effaced previously set boundaries dividing high and low
culture, linked art and life, and blurred disciplinary divi-
sions concerning methodologies.

Like writers and artists, scientists and technologists
are subject to cultural ideologies and conditions, and
they produce literature as well as a body of knowledge.
Cultural critics understand literature and science as dis-
cursive, epistemological practices with reciprocal influ-
ence. Tracing the representations of scientists and
scientific ideas in literature can be a critical step in con-
fronting scientific theories and practices because literary
genres entertain and educate. Scientific hypotheses and
inventions in fictions and ethical issues represented in
literature inspire scientists. Given the increasing imbri-
cation of science and technology in everyday life, it is
not surprising that many literary and artistic works
weave such references into their discourse and offer
some ethical commentary on their development and
implementation.

Just as science and technology are constructed out
of and influence social values, literary works reflect and
refract cultural ideas and events, as Maurice Agulhon
noted of the Rougon-Macquart novels by Emile Zola
and their Darwinian intertexts. But the forms of engage-
ment are not formulaic, with writers using literature to
offer ethical arguments about science and technology.
Romantic works privilege nature over technology, yet
they inspire the individual to become a close observer of
the natural world and thereby give some impetus to
scientific study. Nineteenth-century campaigns against
hunting for leisure and fashion and anti-vivisection
movements, along with an appreciation for species
developed post-Darwin and support for women’s suf-
frage, inspired British women to write about nature
(Gates 2002). U.S. writers such as Ralph Waldo Emer-
son and Henry David Thoreau promoted scientific
observation of nature and reacted against the dehuma-
nizing effects of technology. Melville’s Moby-Dick
(1851) describes the tools and techniques of whaling in
telling the story of the doomed Ahab, who is willing to
sacrifice his life and his crew to pursue the white whale.
In his journals Household Words (1850-1859) and All the
Year Round (1859-1870) and in a number of novels pub-
lished serially in the mid-nineteenth century, Charles
Dickens stimulated ethically inspired social reforms
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associated with technological changes of the Industrial
Revolution; for example, he criticized how utilitarian-
ism associated with factories crushes the human spirit in
Hard Times (1854), how bureaucratic selfishness results
in unjust incarceration in Little Dorrit (1855-1857), and
how the law inexorably grinds on while ignoring human
need in Bleak House (1852-1853).

Some feminist tales of science and technology sug-
gest that ethical motivations inspire the creation of
scientific knowledge and demonstrate how technology
can be applied to effect social improvement. In the short
story “Hilda Silfverling: A Fantasy” (1845), Lydia Maria
Child depicts a conflict between scientific knowledge
and domesticity but optimistically resolves it by techno-
logical means when the title character is preserved by a
chemist experimenting with cryogenics rather than
being executed for a crime she did not commit. Stories
by Charlotte Perkins Gilman written between 1890 and
1916 in various magazines celebrate similar examples of
women who escape from painful domestic situations by
working, often by entrepreneurially employing an inno-
vative management technique or adopting a new tech-
nology (Colatrella 2000). Gilman’s utopian novel Her-
land (1915) imagines a matriarchal society that can
alleviate psychic and social problems for women.

As scientists, particularly defenders of Charles Dar-
win from T. H. Huxley to Stephen Jay Gould, have
appreciated, fiction and non-fiction literature helps peo-
ple comprehend, digest, and accept scientific principles
and applications. Although professional discourse in
some fields can be too esoteric for non-scientists to
appreciate, essays in newspapers and journals aimed at a
broad range of scientists and/or the general public acces-
sibly convey technical information, disseminating new
ideas and articulating ethical issues of significance to
scientists, technologists, and the public. Literary works of
fiction, poetry, and drama also contextualize ethical
dilemmas in pointed ways. Recent medical examples of
how public understanding can influence scientific and
technological processes include efforts to maintain ethi-
cal standards in testing AIDS vaccines in Africa, to speed
up the drug review process for orphan diseases, and to
administer treatment and research studies in a humane
manner; in these cases, press reports and literary works
(dramas, films, and novels) contributed to informing the
public about science in public policy. The fiftieth anni-
versary of the atomic bombing of Japan inspired a number
of books, novels, and films representing the scientific
researchers and politicans involved. The fiftieth anniver-
sary of the discovery of DNA also brought historical
reconsiderations in film and in print, in this case docu-

menting Rosalind Franklin’s contributions to James Wat-
son’s and Francis Crick’s double helix model. While some
considerations of science suggest the limitations of scien-
tists and engineers, others verge on the hagiographical in
representing their heroic dimensions. Whether one
adopts Gould’s ideal of literature as assisting in the pro-
cess of scientific dissemination or Arnold’s assumption
that literature has an obligation to criticize science,
almost everyone accepts that while researchers pursue
knowledge for its own sake, it is impossible to disentangle
scientific theory and practice and technological applica-
tions from morality and culture.

In conclusion, the interrelationships of ethics,
science, and technology have often been represented in
literature and other discursive media. Scientific and
technical means have also sometimes been utilized to
analyze literature, whether as tools of reproduction or as
specific cultural circumstances affecting the production
and reception of texts. While many literary works
explore unpredictable and dangerous outcomes of scien-
tific and technological experimentation, others consider
the optimistic potentials of such work. Similarly, the
enabling possibilities for humanity offered by computing
and information technologies in recent decades have
been invoked alongside constraints and problems that
harm individuals and society. In studying technologies
of representation such as writing, scholars connect
humanistic study with scientific and technical research.
Some critics and artists bring ethical perspectives to
bear on representations of scientific and technology,
while cultural historians and critics consider the scienti-
fic and technical mechanisms utilized in studying types
of language and discourse forms such as the orally com-
posed epic. In the Information Age, we recognize that
media forms help structure our understanding and that
out culturally constructed assumptions help develop and
deploy technologies. Yet as questions concerning fetal
tissue research and assisted reproduction testify, we have
difficulty in believing that science and technology
inevitably lead to progressive outcomes and that they
are always ethically motivated and directed. We struggle
to make sense of which historical representation of
science and technology appears more accurate, while
aiming to reduce the risks associated with current tech-
nologies and to design new and better ways of doing
science and innovating technologies.

CAROL COLATRELLA
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SCIENCE, TECHNOLOGY,
AND SOCIETY STUDIES

Science, Technology, and Society Studies, or STS, is an
interdisciplinary field of academic teaching and
research, with elements of a social movement, having as
its primary focus the explication and analysis of science
and technology as complex social constructs with atten-
dant societal influences entailing myriad epistemologi-
cal, political, and ethical questions. As such it entails
four interlinked tenets or concepts that transcend sim-
ple disciplinary boundaries and serve as a core body of
STS knowledge and practice. Several useful introduc-
tions to the STS field are available (Sismondo 2004,
Cutcliffe and Mitcham 2001, Volti 2001, Cutcliffe
2000, Hess 1997, Jasanoff, et al. 1995).

Basic Themes

The field of Science, Technology, and Society Studies
covers several basic themes.

CONSTRUCTIVISM. First and foremost, STS assumes
scientific and technological developments to be socially
constructed phenomena. That is, science and technol-
ogy are inherently human, and hence value-laden,
activities that are always approached and understood
cognitively. This view does not deny the constraints
imposed by nature on the physical reality of technologi-
cal artifacts, but it does maintain that knowledge and
understanding of nature, of science, and of technology
are socially mediated processes.

CONTEXTUALISM. As a corollary to the notion of con-
structivism, it follows that science and technology are
historically, politically, and culturally embedded, which
means they can only be understood in context. To do
otherwise would be to deny their socially constructed
nature. This does not contradict reality, but does suggest
that there are different contextualized ways of knowing.
Likewise any given technological solution to a problem
must be seen as contextualized within the particular
socio-political-economic framework that gave rise to it.

PROBLEMATIZATION. A view of scientific knowledge
and especially technological development as value-
laden, and hence non-neutral, leads to the problematiza-
tion of both. In this view science and technology have
societal implications, frequently positive, but some
negative, at least for some people. Thus it is not only
acceptable, but, indeed, necessary to query the essence
of scientific knowledge and the application of technolo-
gical artifacts and processes with an eye toward evalua-
tive and ethical prescription.

DEMOCRATIZATION. Given the problematic natures of
science and technology, and accepting their construction
by society, leads to the notion of enhanced democratic
control of technoscience. Due to the inherent societal
and ethical implications, there need to be more explicit
participatory mechanisms for enhancing public partici-
pation in the shaping and control of science and tech-
nology, especially early in the decision-making process,
when the opportunity for effective input is greatest. The
ultimate goal is to structure science and technology in
ways that are collectively the most democratically bene-
ficial for society.

In adopting such a theoretical framework for the
descriptive analysis and prescriptive evaluation of tech-
noscience, STS serves as a location for discussing key
societal and ethical issues of interest and concern to a
democratic public. As such STS offers a set of concep-
tual tools and insights, themselves continually open to
reflexive analysis and further evolution as scholars and
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activists gain ever more experience in understanding
science and technology.

Historical Development

STS as an explicit academic field of teaching and
research emerged in the United States in the mid-
1960s, as scholars and academics alike raised doubts
about the theretofore largely unquestioned beneficence
of science and technology. Public concerns relating to
such areas as consumerism, the environment, nuclear
power, and the Vietnam War began to lead to a critique
of the idea of technoscientific progress that many people
had generally come to believe. Marked by such popular
works as Rachel Carson’s Silent Spring (1962) that raised
questions about the hazards associated with chemical
insecticides such as DDT and Ralph Nader’s automotive
industry expose, Unsafe at Any Speed (1965), STS
reflected a widening activist and public engagement
with technoscientific issues and concerns.

At approximately the same time this social move-
ment was emerging, parallel changes within a number of
traditional disciplinary academic fields were occurring.
Evolving out of the work of scholars such as Thomas
Kuhn, whose The Structure of Scientific Rewolutions
(1962), was tremendously influential, traditional philo-
sophers, sociologists, and historians of science and tech-
nology, more or less independently of each other, began
to move away from internalist positivist-oriented studies
to reflect a more complete and nuanced understanding
of the societal context of science and technology. Com-
mon to the intellectual analysis in each of these fields
was criticism of the traditional notions of objectivity
within scientific and technological knowledge and
action, an examination that emphasized the value-laden
contingent nature of these activities. As these fields
evolved, they increasingly borrowed conceptual models
and drew on case examples from each other, such that
by the mid-1980s a clearly interdisciplinary academic
field of study, replete with formalized departments and
programs, professional societies, and scholarly journals,
had emerged. Reflecting the more intellectual focus of
their work, these scholars and their organizations began
to use the term S&TS—Science and Technology Stu-
dies—to distinguish themselves from the more activist
STS wing.

A third element or subculture within STS involves
the more practice-oriented science and technology or
engineering management and policy fields. Often
referred to by the acronym STPP (Science, Technology
and Public Policy) or SEPP (Science, Engineering, and
Public Policy), this group is particularly interested in

the practical policy issues surrounding science and engi-
neering and in exposing scientific and engineering man-
agers to the broader sociopolitical context they are
likely to encounter. It too conducts research and scho-
larship and offers graduate education programs, but gen-
erally as part of a focused mission.

Collectively then this interdisciplinary group of
scholars and sub-fields constitutes what has become
known as STS or sometimes S&TS Studies. Together
they examine the relationships between scientific ideas,
technological machines and processes, and values and
ethics from a wide range of perspectives. Independent of
their specific motivations, approaches, and concerns,
however, is a common appreciation for the complexities
and contextual nature of science and technology in con-
temporary (and historical) society. Drawing on a strong
base of empirical case studies by academic sociologists
and historians of technoscience, more activist STSers
and the STTP-oriented policy and management groups
have since the 1990s been in a position to take a modest
“turn toward practice” (Bijker 1993, p. 129) that should
in principle, even if not always in practice, allow a more
democratic public role in the ethical shaping and control
of technoscience.

The STS Controversy

One result of this intellectual theorizing about the
socially constructed nature of technoscience has been a
strong, often polemical, backlash from certain quarters
of the scientific community. This was unfortunate
because much of the debate in what became known as
the Science Wars appeared to miss, or ignore, the central
focus and insights of STS, and was often polemical
because of comments by participants on both sides.
Many scientists hold tightly to the traditional ideal of
objective knowledge based on reason and empirical evi-
dence. For such individuals relativist claims that scienti-
fic knowledge is socially constructed and not to be found
in an objective autonomous nature, but rather as the
result of a set of historically and culturally elaborated set
of conventions, was unsettling and struck more than a
discordant note. Combined with widespread evidence of
scientific illiteracy among school children and widely
held pseudoscientific beliefs on the part of the general
public, some scientists came to view much of STS as
anti-science and indicative of a postmodern cultural
decay.

Arguing in support of the objective nature of scien-
tific evidence and science as a special way of knowing, a
number of such individuals led by Paul Gross and Nor-
man Levitt (1994) and Alan Sokol (1996a, 1996b,
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1998) took issue with some of the more relativist-
oriented STS scholars, such as Bruno Latour (1987),
and launched a series of sharp attacks in print and at
academic conferences. A spirited debate ensued, suppo-
sedly over the epistemological nature of scientific
knowledge, but it veered into the social dynamics and
political implications of science, and by association
tended to indiscriminately taint all STS scholars as
anti-science and engaged in a flight from reason.

Among the skirmishes Sokol, a physicist, wrote an
article consisting of complete gibberish, but cast in post-
modern constructivist language, that was published in
the cultural studies journal, Social Text (Sokol 1996a),
ironically in an issue intended as a response to the ear-
lier work of Gross and Levitt (1994). Sokol was moti-
vated by what he considered to be the “nonsense and
sloppy thinking” that “denies the existence of objective
realities” (Sokol 1996b, p. 63) and sought to expose it
through his parody article, with the end result of adding
fuel to the already hot fire of debate.

Without replaying the whole debate, which also
included a bizarre invitation by Sokol for anyone who
did not believe in scientific objectivity to come to his
upper story office where they could test the law of grav-
ity by stepping out the window, much of the dialog
missed the common core of agreement that actually
bound the combatants more closely together than per-
haps at least science defenders realized. That is to say,
most scientists, including Gross, Levitt, and Sokol, read-
ily accept a moderate constructivism, one that views
scientific knowledge of the natural world and its asso-
ciated processes, and most certainly technological crea-
tions, to be socially constructed phenomena. Few moder-
ate STS scholars or members of the public would deny
the obdurate reality of nature, nor do they seek to con-
trol the underlying scientific epistemology, but it cer-
tainly is within reason for them to both understand and
seek to control the sociopolitical implications of con-
temporary technoscientific advances. In the end then, it
would appear there was probably more in common
between the scientific combatants and that their war
reflected much ado about little. Yet, at the same time, it
does suggest just how difficult it may be for STS, either
as a group of investigative scholars or as a social move-
ment, to play an ethically and politically responsible
role in the shaping and control of science and technol-
ogy as the twenty-first century unfolds.

The Problem of Ethics

To say that incorporating an ethical awareness and nor-
mative framework into society’s control and shaping of

contemporary science and technology will be difficult, is
not to say that it should not be attempted, nor that such
attempts from within the STS community are not
already occurring. Indeed that has been much of the rai-
son d’etre of STS right from the beginning, even of
those more intellectual scholars most interested in
revealing the epistemological underpinnings of scienti-
fic knowledge. Thus it has been the case that STS social
constructivists have often revealed the underlying
values and ethical choice decisions made in scientific
research and discovery, while those analyzing technolo-
gical decision making, such as that surrounding the
launch of the space shuttle Challenger (Vaughan 1996),
similarly revealed the ethics of the decision to go for-
ward that chilly Florida moring, even in the face of
admittedly mixed evidence regarding the viability of O-
rings at reduced temperatures. Other more specifically
focused philosophers and ethicists have analyzed case
studies of technoscientific failures or near failures, ran-
ging from DC-10 aircraft landing gear to the San Fran-
cisco BART transportation system to the collapse of the
Kansas City Hyatt Regency walkway, for what they
reveal about the ethics and values subsumed in such
technoscientific endeavors. Other scholars have exam-
ined such issues as the siting of toxic waste and hazar-
dous manufacturing facilities because of what they show
about environmental justice inequities.

Out of such analyses has come increased attention
to the need to make scientists, engineers, and corporate
managers much more socially and ethically attuned to
the implications of their work. To that end, engineering
education programs focus more attention on the ethics
of engineering through required coursework, while orga-
nizations and groups such as the American Association
for the Advancement of Science (AAAS), which estab-
lished a Committee on Scientific Freedom Responsibil-
ity in 1975, and the computer science community,
which created the ethics-oriented Computer Profes-
sionals for Social Responsibility in 1983, concentrate
specific resources toward the effort to raise awareness of
ethical issues.

Beyond this institutional level of response, increas-
ing numbers of STS academic scholars have come to
recognize and focus on normative concerns as an inte-
gral part of their work. In part this has been a response
to the gauntlet thrown down by the political philoso-
pher of technology, Langdon Winner (1993), who finds
much of the largely descriptive constructivist analysis
wanting in terms of human well-being and the social con-
sequences of technological choice. One significant measure
of the barometric shift in such matters has been the
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work of Wiebe Bijker, a leading constructivist scholar
and the 2001-2003 President of the Society for the
Social Studies of Science. In a number of works, includ-
ing his 2001 pre-presidential address, Bijker explicitly
argued the need for greater political engagement in mat-
ters technoscientific on the part of citizens and scholars
alike, each drawing on the constructivist insights of
STS. Such engagement in his view would entail much
greater democratic participation in the technoscientific
decision-making process on the part of the public and a
larger role for STS scholars as public intellectuals who, by
drawing on their STS insights, might contribute norma-
tively to the civic enhancement of our modern technos-

cientific culture (Bijker 2001, 2003).

Summary

As the foregoing analysis suggests, STS, as an intellec-
tual area of research and teaching, as applied policy
analysis, and as a social movement, is not only a field
well suited to explain the nature of science and tech-
nology (historically and in the contemporary world),
but one that also holds out great promise for the norma-
tive and democratic enhancement of today’s technos-
cientific society. STS both provides an analytical fra-
mework and serves as a locus of debate. Such is the
potential of STS and the greatest opportunity for its
application.

STEPHEN H. CUTCLIFFE

SEE ALSO Interdisciplinarity; Merton, Robert; Scandinavian
and Nordic Perspectives; Science, Technology and Law;
Science, Technology, and Literature; Sokol Affair.
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SCIENTIFIC ETHICS

The term scientific ethics may refer to the ethics of doing
science (Is one free to inject unwilling subjects with a
pathogen so as to gain valuable scientific insights? or
What role should animal experimentation play in biol-
ogy?). In that sense, scientific ethics is a branch of
applied ethics. The term may also refer to whether or
not the methods and assumptions of science can be
applied to the subject matter of ethics. The present
entry is concerned with scientific ethics in the second
sense—Can there be a science of norms?

Scientific ethics in this sense is often argued to be
an oxymoronic term. Science deals in empirical facts,
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discovering what is the case, while ethics deals in nor-
mative matters, uncovering what ought to be the case. A
scientific ethics would thus commit the naturalistic fal-
lacy of confusing what is with what ought to be. Histori-
cally speaking, however, this distinction is as much the
exception as the rule. Premodern ethical systems, such
as the virtue theories of Plato and Aristotle, did not
couch the debate about what ought to be done in a way
that made facts and norms non-overlapping magisteria
(Gould 2002). To understand the relationships between
science and ethics, it is useful to begin with some work-
ing definitions.

Defining Ethics and Science

Ethics is divided into descriptive, normative, and
metaethics. Descriptive ethics is the study of empirical
facts related to morality, such as how people think about
norms, use norms in judgment, or how the norms them-
selves evolve. There is a rich tradition of organizing
knowledge about these things scientifically, ranging
from the field of moral psychology (focusing on how
people reason about norms) to some forms of sociobiol-
ogy (studying how norms arose on evolutionary
timescales).

Normative ethics is an attempt to organize knowl-
edge about what human beings ought to do or intend, or
what kind of people they ought to be—it provides gui-
dance and advice. The three major versions of norma-
tive ethics are virtue theory, utilitarianism, and deontol-
ogy. A virtue theoretic approach, such as found in
Aristotle, focuses on the nature of persons or agents.
Are they flourishing—functioning effectively as human
beings—or failing to flourish? Virtue theorists focus on
states of character (virtuous or vicious) and how they
affect the ability to live the best human life. Utilitar-
ians, such as Jeremy Bentham (1748-1832) or John
Stuart Mill (1806-1873), focus instead on the conse-
quences of an action, rather than the character of the
person committing it. Specifically they look at the
amount of happiness caused (or unhappiness pre-
vented), with the happiness of all counting equally.
Deontologists, such as Immanuel Kant (1724-1804),
focus on the nature of the action itself rather than its
consequences. Certain actions express appreciation for,
and are done in accordance with, the demands of duty,
respecting that which is the foundation of morality:
rationality and autonomy.

Metaethical questions consider the scope and nature
of moral terms. Do ethical terms such as good and bad
refer to facts about the world, or merely to states of emo-
tion in people making judgments? Does ethics constitute

knowledge or not; is ethical knowledge illusory? What is
the structure of ethical arguments? It is less controver-
sial that science may influence metaethical positions
(although that position is also debated) than that there
can be a science of normative ethics.

Science likewise comes in three forms. In the weak-
est sense, a science is an organized body of knowledge. If
this is what is meant by science in relation to ethics,
then a science of ethics certainly exists. The major
moral theories just mentioned are attempts to bring
some organization to what is known about morality.

Normally, though, science means something stron-
ger and refers to a set of epistemological canons that
guide inquiry. In one form, these canons are called meth-
odological naturalism: the methods of inquiry used by an
empirical science such as physics or biology. These
include observation of the world, hypothesis formation,
intervention and experiment, iterative formation and
improvement of a theory, and more. Such activities are
constitutive of the scientific method. If such methods
can produce knowledge about norms, then a science of
ethics is possible.

An even stronger form of science is ontological nat-
uralism: Only those entities, events, and processes coun-
tenanced by the existing sciences may be used in theory
construction. Methodological naturalism is a weaker
form of science than an ontological naturalism. Conse-
quently the possibility of an ethics grounded in ontolo-
gical naturalism is more controversial.

In the weakest sense, ethics is a science if it can be
organized into a coherent body of knowledge; in the
moderate sense, ethics is a science if it can use the tradi-
tional epistemological canons of science to gain moral
knowledge; and in the strongest sense ethics is a science
if in addition to using the methods of science it also
makes reference only to the entities and processes
accepted by the extant, successful natural sciences. Only
nihilists or radical moral particularists (those who con-
tend that moral theory is so situation driven that gen-
eral principles are impossible) would deny that there
could be a science of norms in a weak sense. The moder-
ate position is more controversial. Some would contend
that moral knowledge is not gained using the empiricist
methodology of the scientific method. For example,
Kant’s deontological theory does not require that
humans reason empirically about morality; rather he
maintains that they can know what they must do a
priori independent of any particular experience. The
strong position is the most controversial: Whether a
normative theory can exist that differs neither in scope
or content from the empirical sciences is debatable.
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Naturalistic Fallacy

The argument offered most often against the possibility
of scientific ethics in the moderate or strong senses is
the naturalistic fallacy. First articulated by David Hume
in A Treatise of Human Nature (1739), the naturalistic
fallacy occurs when one moves from a list of empirical
premises to a conclusion that contains a normative com-
ponent. Hume is “surprised” when authors writing about
ethics who were previously reasoning in the “usual way”
suddenly begin to substitute “oughts” in places where
before only the copula “is” had been present (Hume,
Book 111, Part I, Section I, Paragraph 24). Hume appears
to point out a flaw in attempts to reason from the
empirical to the normative—one will make reference to
an unexplained term in a conclusion that was nowhere
present in the empirical premises of the argument. Such
an argumentative structure is invalid; the truth of the
premises does not guarantee the truth of the conclusion.
G. E. Moore advanced a similar argument early in the
twentieth century when he argued that naturalized ethi-
cal systems fall prey to the open question argument. After
one has identified normativity with a natural property
such as avoidance of pain, for example, one can still
meaningfully ask whether it is good to avoid pain. This
means that utilitarians have not successfully reduced
goodness to the natural property avoiding pain.

Whether or not the naturalistic fallacy and the
open question argument provide in principle rationales
against a moderate or strong scientific ethic is itself an
open question. There are several possible responses. For
example, both arguments rely on an analytic/synthetic
distinction (a distinction between sentences true by
definition and sentences true because of the way the
world is), and many philosophers think no such distinc-
tion exists (see Casebeer 2003a). In addition, Hume’s
argument applies only to traditional deductive and
inductive arguments. It may well be, though, that the
relationship between natural ethical facts and the norms
they deliver is abductive; one may best explain—abduc-
tion is often called inference to the best explanation—pat-
terns of certain facts by assuming that they are also nat-
ural norms. Finally the open question argument
probably does not generalize; it really amounts to saying
that the two ethical systems Moore examines (Spencer-
ian evolutionary ethics and hedonism) are not good nat-
ural ethical theories, and all but partisans would agree.

Why Scientific Ethics

Given disagreements about whether a scientific ethics
in the moderate or strong sense is possible, why might
people want such a thing? There are four possibly inter-

related reasons. First science seems to some to have
undermined traditional ethics, and hence human beings
should use science to re-create ethics on firmer founda-
tions. Second scientific ethics might be driven by con-
cerns about the coherence of worldviews. Third scienti-
fic knowledge is the only real kind of knowledge. Fourth
the sciences provide a prestige model, and in a highly
scientific society people always try to imitate that which
is of greatest prestige.

The first rationale may reflect a praiseworthy desire
to reconsider long-standing issues in ethics from the per-
spective of contemporary science; for instance, what
does contemporary cognitive science say about the exis-
tence of a free will, and what impact might this have on
the conception of ethics? As another example, socio-
biologists sometimes veer towards eliminativist extremes
about the subject matter of ethics (morality is an illu-
sion fobbed off on people by their genes). Strong scienti-
fic ethics thus might be a path to reconstruct what is
purportedly illusory, whether it be a notion of agency
compatible with the sciences or a scientific defense of
the genuine objectivity of ethics.

The second rationale is closely related: Researchers
may hold out hope that human knowledge can be uni-
fied. At the very least, they may ask that it be consistent
across spheres of inquiry. Concerns about consilience can
thus drive scientific ethics (Wilson 1975). The third
and fourth rationales are strongly linked: If scientific
knowledge is on a firmer footing than folk knowledge or
nonempirical inquiry, then it is no wonder that funding
and prestige would attach to scientific pursuits rather
than not. Researchers in ethics may thus be attracted to
the epistemic roots of science and the research support
flowing from them. Sometimes this attraction leads to
pseudoscientific ethics (just as it leads to pseu-
doscience), as in, for example, the work of Madam Vla-
batsky’s theosophical scientific ethics or in the eugenics
movement. A thoughtful scientific ethics rejects pseu-
doscience and the pseudoethics that might follow.

Of course science advances, changing as time
passes. Will attempts to connect science and ethics
undermine the certainty some strive for in morality?
They may, but this is no objection to the enterprise; it
might be that the best one can hope for even in ethics is
something like the best guess hypothesis offered by the
practicing scientist.

Examples of Scientific Ethics

What might a moderate or strong scientific ethics look
like? Herbert Spencer (1820-1903) claimed to offer
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such a theory in his work; he derived an evolutionary
account of morality that is basically utilitarian in nature:
If humans but allow the mechanisms of nature to do
their work, there will be natural social evolution toward
greater freedom. This will in turn lead to the greatest
possible amount of happiness. While widely acclaimed
during its time, Spencer’s theory was ultimately rejected
owing in part to its scientific inaccuracies, and to
attacks upon it by Henry Sidgwick, Thomas Huxley,
and G. E. Moore. At its worst, Spencer read repugnant
norms into evolution; for example, here is what he said
about Great Britain’s Poor Laws, which mandated food
and housing for the impoverished: “... there is an habi-
tual neglect of the fact that the quality of a society is
lowered morally and intellectually, by the artificial pre-
servation of those who are least able to take care of
themselves ... the effect is to produce, generation after
generation, a greater unworthiness” (Spencer 1873

[1961], p. 313).

What might a more plausible scientific ethic look
like? Such a theory might resemble that offered by the
Greek philosopher Aristotle or the pragmatic philoso-
pher John Dewey (1859-1952).

Aristotelian ethics is prescientific in the sense that
the scientific revolution had not yet occurred; nonethe-
less, his method is empirical. For Aristotle, human flour-
ishing is the summum bonum of existence; to say that an
action is ethical or that a person is good is just to say
that the action or the person contributes to or constitu-
tes proper functioning. Contemporary ethicists have
pursued this line of reasoning; for example, Larry Arn-
hart (1998) argues for a naturalized, Aristotelian ethical
framework, and William Casebeer (2003a, b) argues
that moral facts can be reduced to functional facts, with
functions treated as an evolutionary biologist would
(that is, as being fixed by evolutionary history). Leon
Kass (1988) raises questions for such approaches; there
are things that human passions and gut reactions say
about the morality of certain actions that can never be
captured with reason or the scientific method alone.

A related merging of science and ethics occurs in
the work of the classic American pragmatists, such as
Charles Pierce (1839-1914) and Dewey. Pierce argues
that science itself is a form of ethics—it expresses
respect for the values that underpin effective inquiry,
and is subordinate to ethics insofar as it is human con-
cerns about the efficacy of ideas that cause people to
pursue science to begin with. Relatedly Dewey argues in
his Ethics (1932) that the process of regulating ideas
effectively—which is what science does in essence—
enables human beings to become better able to express

values and act upon them. This approach of replacing
preexisting value with the creation of value and under-
standing what genuinely follows from that positing of
value is called axiology (Casebeer 2003a).

Even if moderate and/or strong versions of scientific
ethics seem implausible, almost everyone admits that
scientific results may limit the possible space of norma-
tive moral theories. Only the most trenchant antinatur-
alist would think that facts about human beings and
how they reason have absolutely no bearing on moral
concerns. These facts should, at the very least, constrain
moral theorizing. For instance, Owen Flanagan advo-
cates the principle of minimal psychological realism, which
states that the moral psychologies required by moral
theories must be possible for humans: “Make sure when
constructing a moral theory or projecting a moral ideal
that the character, decision processing, and behavior
prescribed are possible ... for creatures like us” (Flana-
gan 1991, p. 32). So the scientific study of the genesis,
neurocognitive basis, and evolution of ethical behavior
is relevant to normative moral theory even if the moder-
ate and strong versions of scientific ethics are misguided
or fail.

Contemporary Developments and Future
Possibilities

There are five general areas in which scientific research
has the potential to constrain moral theory: moral psy-
chology, decision theory, social psychology, sociobiol-
ogy, and artificial modeling of moral reasoning. Moral
psychologists focus on the psychological processes
involved in moral thought and action. They study such
phenomena as akrasia (weakness of the will), moral
development, the structure of moral reasoning, and the
moral emotions. Some of the best known work in this
area revolves around moral cognitive development;
Lawrence Kohlberg, for example, has formulated an
empirically robust theory of moral development
whereby people progress through three stages of moral
reasoning, each broken into two levels. In the first stage,
one reasons by asking, What’s in it for me? In the sec-
ond, one asks, What does culture or society say? In the
third, one asks, To what contract would I be a party?
What do universal moral principles demand? Progress
through these stages or schema is universal and (with
some exceptions) invariant. If Kohlberg is right, then
perhaps a normative moral theory that takes issues of
justice seriously is more viable than one that does not
(although his research has been criticized for this very
reason; see Lapsley 1996 for a summary).
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Other moral psychologists have been exploring the
relationship between reason and moral emotions such as
guilt or shame. One longstanding debate in moral the-
ory has involved the relationship between having a
moral reason to do something and whether that reason
necessarily motivates an individual to take action.
Internalists (such as Plato or Kant) argue that moral rea-
sons necessarily motivate: If, morally speaking, one
ought not to do something then one will, ceteris paribus,
be motivated not to do that thing. Externalists (such as
Aristotle) argue that a moral reason must be accompa-
nied by an appropriate motivational state (such as an
emotion) in order to spark action. If certain normative
moral theories require either an internalist or externalist
psychology in order to be plausible, then results from
empirical research may constrain moral theory. For
example, Adina Roskies (2003) argues persuasively that
neurobiological data about the relationship between
emotion and reason rules out internalism and makes a
Kantian psychology implausible. Other issues in moral
psychology will stand or fall with progress in the cogni-
tive sciences; for instance, moral cognitive development
and moral concept development may both be subsumed
by research into cognitive and concept development in
general.

Decision theorists study the determinants of human
choice behavior. Traditional rational actor assumptions
(such as possessing unlimited time and computational
power, a well-ordered preference set, and indifference to
logically equivalent descriptions of alternatives and
choice sets) usually inform decision theory. Whether or
not these assumptions apply to human reasoning when
it is done well may affect whether normative moral the-
ories must be essentially rational and hence whether
they must respond to the same norms as those of reason
traditionally construed. Much work in decision theory
has revolved around either extending the predictive
power of traditional rational actor assumptions, or in
articulating alternative sets of rational norms to which
human cognition should be responsive. For instance,
Amos Kahneman and Daniel Tversky’s (1982) heuris-
tics and biases research program explores the shortcuts
human beings take to achieve a reasonable result when
under time pressure or when working with incomplete
information. It may very well be that normative moral
theories constitute sets of heuristics and biases.

Gerd Gigerenzer and the Adaptive Behavior and
Cognition Research Group (2000) focus on ecological
rationality, demonstrating that traditional rational
canons can actually lead people astray in certain envir-
onments. While there is a rearguard action to shore up

traditional rational actor driven decision theory, in all
likelihood, progress on this front will require articulat-
ing a new conception of rationality that is ecologically
valid and cognitively realistic. The results of this pro-
gram may, in turn, affect the structure of normative
moral theory in much the same way that the structure of
normative rational actor theory has been and will be

affected.

Social psychologists study human cognition and
emotion in the social domain. Given that moral judg-
ments are paradigmatically about how people ought to
treat others, work in this area usefully constrains norma-
tive theorizing. One controversy regards whether or not
the fundamental attribution error (the human tendency to
undervalue the situational influences on behavior and
overvalue the internal character-driven causes) under-
mines traditional approaches to virtue theory. If, as
some social psychologists argue, there is no such thing
as bravery as a general trait, but rather only such frag-
mented virtue-theoretic traits as brave while standing in
the checkout line at the grocery store, then it may very well
be that virtue theory will have to become much more
sophisticated if it is to be plausible (see Doris 2002 for a
comprehensive discussion, as well as Harman 2000;
Doris and Stich 2003 also offer a useful survey). The
social nature of moral reasoning means that the latest
studies of social psychological behavior can, on the
weakest view, usefully constrain normative theorizing,
and on a stronger view can usefully coevolve with it.

Sociobiologists such as E. O. Wilson study the origin
and evolution of (among other things) moral norms.
They argue that genes keep moral culture on some sort of
leash: At the very least, the capacities human beings use
to reason about morality are evolved capacities and need
clear connections to the environments in which these
capacities evolved; maximally moral norms may be noth-
ing more than norms that have enabled organisms and
groups of organisms to increase their genetic fitness.
Sociobiological approaches to human social behavior
have been controversial, but have nonetheless shed much
light on how both the capacity to reason morally and the
structure of some moral norms came to be (Boehm 1999,
for example, discusses the evolution of egalitarian
norms). Game-theoretic work on the evolution of the
social contract and other moral norms has illuminated
aspects of ethical behavior ranging from the propensity to
be altruistic to the temptation to defect on agreements in
certain instances. Sociobiological study reinforces the
notion that any accepted normative theory should have a
describable evolution and a discernable way of maintain-
ing its existence (see Binmore 1994).
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Computer models at both the micro and macro
level have usefully informed all these fields of research.
Changes in technology have influenced what philoso-
phers make of the possibility of scientific impact on
ethics. For example, Rene Decartes’s inability to recon-
cile how mental states could be identical to brain states
drove, at least in part, his dualism. The advent of in
vitro methods for identifying the neural machinery of
cognitive activity, such as Positron Emission Tomogra-
phy (PET) and functional Magnetic Resonance Imaging
(MRI), may have headed off dualism at the philosophic
pass if such technologies were available during his time.
The spread of inexpensive and powerful computing
technology has made possible everything from the simu-
lation of artificial societies (and hence has influenced
sociobiological approaches) to the simulation of moral
reasoning in an individual (and hence has influenced
moral psychology). On the social simulation front, pro-
mising work by Jason Alexander and Bryan Skyrms
(1996) on the evolution of contracts has usefully
informed moral theorizing. On the individual level,
work by cognitive modelers such as Paul Thagard
(2000) and Paul Churchland (2001) has highlighted
areas where normative moral theory can intersect with
cognitive modeling.

Assessment

Is scientific ethics possible? Appropriately enough, this
is an empirical matter. Should the promise held out by
the rapidly progressing cognitive, biological, and evolu-
tionary sciences be realized, there is reason to be san-
guine about the moderate and strong programs for a
scientific ethic. Science could reaffirm some of the pre-
scientific insights into the nature of morality. But even
if this very possibility is a misguided hope, scientific
insights into human nature and cognition can usefully
constrain the possible space of normative moral theory,
and in this sense the existence of scientific ethics is a
foregone conclusion. Science and ethics are indeed both
magisterial, but they are, ultimately, overlapping.

WILLIAM D. CASEBEER

SEE ALSO Avistotle and Aristotelianism; Berlin, Isaiah;
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ogy; Spencer, Herbert.
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SCIENTIFIC REVOLUTION

In the first half of the twentieth century it became a
commonplace notion that modern science originated in
a seventeenth-century “revolution” in thought precipi-
tated by a new methodology for studying nature. In the
last third of the twentieth century, a consensus devel-
oped among historians, philosophers, and sociologists of
science that the emergence of modern science was more
evolutionary than revolutionary. Furthermore, while
modern science for 300 years claimed that its methodol-
ogy generated value-free, objective knowledge, the late-
twentieth-century consensus was that, implicitly and
explicitly, the practice of science incorporated moral,
ethical, and social value judgments.

The Seventeenth-Century Achievement

A fundamentally new approach to the study of nature
did indeed emerge in seventeenth-century western Eur-
ope. The first herald of this development was Francis
Bacon (1561-1626), who argued for a renovation in the
human conception of knowledge and of knowledge of
nature in particular. Especially in his Novum Organum
(1620; New instrument [for reasoning]), Bacon formu-
lated a radically empirical, inductive, and experimental-
operational methodology for discovering laws of nature
that could be put to use to give humankind power over
nature. Bacon was primarily a social reformer who
believed that knowledge could become an engine of
national prosperity and power, improving the quality of
life for all. To that end, he championed widespread edu-
cation for all classes of society, featuring a strong
mechanical-technical component that would assure
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widespread ability to create and maintain technological
innovations. (The island of Laputa episode in Jonathan
Swift’s novel Gulliver’s Travels (1726) mocks the Baco-
nian faith in science-based innovation as improving the
quality of life.)

Bacon was strongly opposed to mathematical
accounts of natural phenomena, seeing in them a conti-
nuation of Renaissance magical nature philosophy and an
erroneous commitment to deductive reasoning. René
Descartes (1596-1650) by contrast, especially in his Rules
for the Direction of the Mind (written 1628, but not pub-
lished until 1701) and Discourse on Method (1637),
roughly contemporary with Bacon’s Novum Organum,
articulated a mathematical and rigorously deductive,
hence rational methodology for gaining knowledge of
nature that employed experiment only to a limited degree
and cautiously, because experimental results are ambigu-
ous and subject to multiple interpretations. Descartes’s
own theory of nature was mechanistic, materialistic, and
mathematical, hence deductive and deterministic. It
became the basis for the mechanical worldwiew that was
incorporated into enlightenment thinking and epitomized
the view of nature as a clockwork world. Unlike Bacon,
Descartes was a practicing researcher and a mathemati-
cian. He introduced analytical geometry—enabling alge-
braic solution of geometric problems—developed a mate-
rialistic cosmology in which the solar system and Earth
formed naturally, discovered the reflex arc in his anatomi-
cal researches, developed a mechanical theory of life and
biological processes, and wrote influentially on mechanics
and optics, formulating his own theory of light.

Galileo Galilei (1564-1642), in his Dialogues Con-
cerning Two New Sciences (1638), presented a deductive
mathematical-experimental methodology that he attribu-
ted to Archimedes (c. 287-212 B.C.E.), several of whose
treatises were translated into Latin and circulated widely
beginning in the second half of the sixteenth century. In
this work Galileo founded engineering mechanics and
the mathematical theory of strength of materials, and he
also extended and corrected earlier contributions to the
science of mechanics (while perpetuating the mistaken
notion that circular motion was “natural” and hence
force-free). This work supplemented his more famous dis-
coveries in astronomy based on his pioneering application
of the telescope to the study of the moon and planets,
and his defense of Copernicanism, the Sun-centered cos-
mological theory of Nicolaus Copernicus (1473-1543).

The Newtonian Triumph

Galileo’s methodology probably comes closest to what
people mean when they refer to “the scientific method”

and its invention in the seventeenth century. It reached
its mature form in the hands of Isaac Newton (1642—
1727) in the last third of the century. In all of his work,
but especially in his majestic Mathematical Principles of
Natural Philosophy (1687), considered the single most
influential scientific text ever, and in Optics (1704),
Newton synthesized induction and deduction, mathe-
matics, and experimentation into a powerful methodol-
ogy capable of revealing, in his view, the hidden “true
causes” responsible for the phenomena of empirical
experience. Like Descartes, whose methodology (and
theories) he dismissed contemptuously, Newton made
major contributions to mathematics, inventing, inde-
pendently of Gottfried Wilhelm Leibniz (1646-1716),
the calculus; to optics, inventing the reflecting tele-
scope, discovering the phenomenon of diffraction and
the seven-color composition of sunlight, and formulat-
ing a corpuscular, or particle, theory of light that would
be dominant until the wave theory of light gained
ascendance in the nineteenth century; to mechanics, in
his famous three laws of motion; and to a theory of the
universe based on his universal theory of gravitation,
which provided a full account of the planetary orbits,
confirming the validity of the earlier, scattered insights
of Johannes Kepler (1571-1630).

Contrary to Descartes, who believed that matter
was infinitely divisible, Newton favored an atomic the-
ory of matter, and based physics and chemistry on a
variety of forces acting nonmechanically and/or at a dis-
tance, rather than basing it only on mechanical contact
forces. Newton’s scientific style and his accomplish-
ments represent the peak achievement of the seven-
teenth-century Scientific “Revolution.” Until the mid-
eighteenth century, many Continental natural philoso-
phers—the term scientist was invented only in the
1830s—remained committed to Descartes’s strictly
mechanical model of scientific explanation while reject-
ing Descartes’s particular theories. After that, Newto-
nianism effectively defined “modern” scientific study of
nature until the early twentieth century and the rise of
relativity and quantum theory.

By the end of the seventeenth century, then, mod-
ern science was firmly established, not only in mathe-
matical physics and astronomy, but as a comprehensive
philosophy of nature that was deterministic and materi-
alistic, though explanations incorporated immaterial
forces—such as gravity, electrical and magnetic attrac-
tion/repulsion, and selective chemical affinity—that
acted according to strictly mathematical laws. This
materialistic-deterministic approach to nature was
broadly applied to biological and medical phenomena,
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especially in Italy and at the University of Padua, as
reflected in William Harvey’s (1578-1657) demonstra-
tion in 1628 of the closed circulation of the blood
pumped by the heart and by the Galileo-influenced
work of Giovanni Borelli (1608-1679) and others on
the mechanics of the human skeletal and skeletal-mus-
cular systems.

Even more than the telescope, the mid-seven-
teenth-century invention of the microscope by Antoni
van Leeuwenhoek (1632-1723) revealed the existence
of new worlds. The demonstration by Blaise Pascal
(1623-1662) and Evangelista Torricelli (1608-1647) of
the mechanical pressure exerted by the atmosphere
using a simple barometer, which also showed that a
vacuum could be created, strongly reinforced the
mechanical conception of nature. A critical contribu-
tion to the new philosophy of nature was Christiaan
Huygens’s (1629-1695) midcentury demonstration that
circular motion required a force to maintain it, contrary
to the previous 2,000 years of Western thought. Des-
cartes and Galileo both misunderstood this fact, which
became a cornerstone of modern mechanics in Newton’s
principle of inertia. By the rise of the enlightenment in
the second half of the eighteenth century, an amalgam
of Descartes’s mechanical worldview Cartesian mechan-
ism and Newtonian deterministic mathematical physics
was applied to society and its institutions, for example,
by the Baron de Montesquieu (1689-1755), Anne-
Robert-Jacques Turgot (1727-1781), and the Marquis
de Condorcet (1743-1794) in France, and even to the
human mind, for example, by David Hume (1711-
1776) and Etienne Bonnot de Condillac (1715-1780).

Newtonianism Dethroned

In the nineteenth century, Newtonianism was severely
challenged, and in the twentieth century it was dis-
placed. The relationship between increasingly abstract
mathematical models of nature and “reality” became an
issue. The models worked empirically, but did they also
provide a picture of reality? Meanwhile, the wave theory
of light overthrew Newton’s corpuscular theory and
when incorporated by James Clerk Maxwell (1831-
1879) into an electromagnetic field theory of energy led
to attributing causal efficacy to space-filling immaterial
entities. The introduction of the concept of energy on a
par with matter diluted the deterministic materialism of
modern science, while the new science of thermody-
namics revealed that Newton’s conception of time was
flawed. Finally, with the kinetic theory of gases, statisti-
cal explanations were introduced into physics, which
called determinism into question. With relativity and

quantum theory, from 1905 on, Newtonian conceptions
of space, time, matter, force, cause, and explanation,
and Descartes’s deductive model of rationality would all
be replaced, and a fundamentally new form of science
and a new, statistical conception of reality would
emerge.

Seventeenth-century nature philosophy had pre-
sented itself as a body of impersonal knowledge, as sim-
ply descriptive of the way things were “out there,” inde-
pendent of personal, social, and cultural values. Given
the religious wars of the first half of the seventeenth
century, and the explicitly values-steeped character of
Renaissance nature philosophy, this was a major episte-
mological innovation. The value-free character of the
knowledge was guaranteed, it was thought, by a metho-
dology employed in acquiring it that eliminated the
influence of the subject on knowledge. However attrac-
tive such a conception of knowledge was then and con-
tinued to be through the nineteenth century, it created
a gulf between facts and values, between knowledge and
its applications, that in principle could not be bridged
by reason, which increasingly came to be defined as rea-
soning in the scientific (hence objective) manner.

Bacon tacitly assumed that people would know
what to do with the new mastery of nature that scienti-
fic knowledge would give them. But already by the mid-
seventeenth century, the educational reformer John
Amos Comenius (1592-1670) was warning that the
new science was as likely to create a hell on Earth as a
manmade heaven if application-relevant values were
not explicitly linked to knowledge. In fact, right
through the twentieth century and into the twenty-first,
modernism, first in the West and then globally, has
borne witness to the accuracy of Comenius’s warning.
While the scope and explanatory/predictive power of
science in the nineteenth and twentieth centuries
increased dramatically and became the basis of life-
transforming technological innovations, there was no
commensurate increase in conceptual “tools” for identi-
fying which innovations to implement or how to imple-
ment them. Elimination of any influence on knowledge
of the values held by the subject of knowledge elimi-
nated any influence of knowledge on the values held by
subjects!

As aresult, even as science and technology became,
after 1800, the primary agents of social change around
the world, scientists and engineers remained outsiders to
the terms of that change, which was driven overwhel-
mingly by scientifically nonrational political and market
values. Both government funding of scientific research,
especially in the United States after World War II, and
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industry dependence on science for technological inno-
vations blurred the distinction between pure and
applied science, reinforcing the post-1960s critique of
science as in fact a value-laden ideology and not objec-
tive knowledge.

STEVENL. GOLDMAN
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SCIENTISM

Scientism is a philosophical position that exalts the
methods of the natural sciences above all other modes
of human inquiry. Scientism embraces only empiricism
and reason to explain phenomena of any dimension,
whether physical, social, cultural, or psychological.
Drawing from the general empiricism of the Enlighten-
ment, scientism is most closely associated with the posi-
tivism of Auguste Comte (1798-1857), who held an
extreme view of empiricism, insisting that true knowl-
edge of the world arises only from perceptual experi-
ence. Comte criticized ungrounded speculations about
phenomena that cannot be directly encountered by

proper observation, analysis, and experiment. Such a
doctrinaire stance associated with science leads to an
abuse of reason that transforms a rational philosophy of
science into an irrational dogma (Hayek 1952). It is this
ideological dimension that is associated with the term
scientism. In the early twenty-first century the term is
used with pejorative intent to dismiss substantive argu-
ments that appeal to scientific authority in contexts in
which science might not apply. This overcommitment
to science can be seen in epistemological distortions
and abuse of public policy.

Epistemological scientism lays claim to an exclusive
approach to knowledge. Human inquiry is reduced to
matters of material reality. We can know only those
things that are ascertained by experimentation through
application of the scientific method. And because the
method is emphasized with such great importance, the
scientistic tendency is to privilege the expertise of a
scientific elite who can properly implement the method.
But the science philosopher Susan Haack (2003) con-
tends that the so-called scientific method is largely a
myth propped up by scientistic culture. There is no single
method of scientific inquiry. Instead, Haack explains
that “scientific inquiry is contiguous with everyday
empirical inquiry” (p. 94). Everyday knowledge is sup-
plemented by evolving aids that emerge throughout the
process of honest inquiry. These include the cognitive
tools of analogy and metaphor that help to frame the
object of inquiry in familiar terms. They include mathe-
matical models that enable the possibility of prediction
and simulation. Such aids include crude, impromptu
instruments that develop increasing sophistication with
each iteration of a problem-solving activity. And every-
day aids include social and institutional helps that
extend to lay practitioners the distributed knowledge of
the larger community. According to Haack, these every-
day modes of inquiry open the scientific process to
ordinary people and they demystify the epistemological
claims of the scientistic gatekeepers.

The abuse of scientism is most pronounced when it
finds its way into public policy. A scientistic culture pri-
vileges scientific knowledge over all other ways of
knowing. It uses jargon, technical language, and techni-
cal evidence in public debate as a means to exclude the
laity from participation in policy formation. Despite
such obvious transgressions of democracy, common citi-
zens yield to the dictates of scientism without a fight.
The norms of science abound in popular culture, and
the naturalized authority of scientific reasoning can
lead, if left unchecked, to a malignancy of cultural
norms. The most notorious example of this was seen in
Nazi Germany where a noxious combination of scient-
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ism and utopianism led to the eugenics excesses of the
Third Reich (Arendt 1951). Policy can be informed by
science, and the best policies take into account the best
available scientific reasoning. Lawmakers are prudent to
keep an ear open to science while resisting the rhetoric
of the science industry in formulating policy. It is the
role of science to serve the primary interests of the
polity. But government in a free society is not obliged to
serve the interests of science. Jiirgen Habermas (1978)
warns that positivism and scientism move in where the
discourse of science lacks self-reflection and where the
spokespersons of science exempt themselves from public
scrutiny.

MARTIN RYDER

SEE ALSO Conservatism; Technicism; Technicization.

BIBLIOGRAPHY

Arendt, Hannah, (1973 [1951]). The Origins of Totalitarian-
ism. New York: Harcourt Brace. A student of philosopher
and Nazi Martin Heidegger, Arendt recounts the social
and intellectual conditions that gave rise to totalitarian-
ism in Germany.

Haack, Susan. (2003). Defending Science—Within Reason:
Between Scientism and Cynicism. Amherst, NY: Prometheus
Books. A critical assessment by a logician and philosopher
of science.

Habermas, Jirgen. (1978). “The Idea of the Theory of
Knowledge as a Social Theory.” In his Knowledge and
Human Interests, 2nd edition, trans. Jeremy ]. Shapiro.
London: Heinemann Educational.

Hayek, Friedrich A. (1952). The Counter-Revolution of
Science: Studies on the Abuse of Reason. Glencoe, IL: Free
Press.

Midgley, Mary. (1992). Science as Salvation: A Modern Myth
and Its Meaning. London: Routledge. A general criticism
of scientism by a moral philosopher.

SECULARIZATION

Secularization is a concept important to science, tech-
nology, and ethics, because it encapsulates influential
general theories about how moral influence may be
exercised over and by science and technology under dif-
ferent historical and social conditions.

Most societies incorporate practices, beliefs, and
institutions that correspond roughly to the domain of
religion in modern Western cultures. These religious

features presuppose the existence of non-human entities
with powers of agency (i.e., gods) or the existence of
impersonal powers endowed with moral purposes (i.e.,
karma). Moreover they generally assume that these
non-human agents or powers have an impact upon
human affairs. Secularization is a process by which reli-
gion comes to have decreasing importance in society
along several dimensions.

First there is a decline in the status, prestige, and
power of persons, practices and institutions associated
primarily with religion. Second there is a decline in the
importance of religion for the exercise of non-religious
roles and institutions, including those associated with
politics and the economy. Third there is a decline in the
number of persons who take religion seriously and the
degree of seriousness with which those involved in reli-
gion continue to take it. Secularization is highly corre-
lated with the extent of industrialization in a society
and with the development of scientific practices and
institutions. But there is serious disagreement regarding
whether secularization is largely a consequence of the
growth of science and industry; whether science, indus-
trialization, and secularization are relatively indepen-
dent features of a more general process of moderniza-
tion; or whether secularization is a prerequisite rather
than a consequence of the growing importance of
science in a society.

Three Theories of Secularization

Though he did not use the term, Auguste Comte
(1798-1857) offered the first major theory of seculariza-
tion in articulating what he called his law of three stages
in his Positive Philosophy, developed in the 1820s.
According to Comte every domain of knowledge passes
through three progressive stages—a religious phase in
which aspects of the universe are anthropomorphized
(that is, human attributes including will and agency are
projected onto non-human entities), a metaphysical
phase in which impersonal forces (such as gravitational
or electrical forces) are presumed to cause effects in the
world, and a positive or fully scientific stage in which
abstract causal explanations of events are abandoned in
favor of general descriptive laws. Within Comte’s sys-
tem the rise of more reliable scientific knowledge drives
out inferior religious belief; so secularization is a natural
and necessary consequence of the rise of science. Even
some sociologists of religion at the end of the twentieth
century, such as Rodney Stark, retain a strong element
of this positivist vision.

A near mirror image of the positivist view combines
elements from the works of Early Modern historians
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such as Stephen McKnight and modern historians such
as Howard Murphy. In their view Christian Humanism
in the Renaissance focused Christian concerns on the
amelioration of the human condition, encouraging the
growth of science for the purpose of manipulating nature
to serve human ends. Such views were strongly sup-
ported by Tomasso Campanella (1568-1639) in Italy,
Johann Andreae 1586-1654> in the Germanies, and by
Francis Bacon (1561-1626) in England. Later, when
many intellectuals became disillusioned with organized
religion because of the religious wars on the continent
or because of the failure of institutionalized religion to
promote causes of social justice, they turned to science
as an alternative source of values that could improve
peoples lives. From this perspective, science in Europe
was nurtured within a religious context and then
became the beneficiary of secularizing trends that
emerged first within the Christian community itself.

A third relatively simple explanation of seculariza-
tion derives from an evolutionary understanding of reli-
gion prominent among anthropologists such as Roy
Rappaport and David Sloan Wilson. From this perspec-
tive religions serve primarily to establish group cohesion
and social solidarity by promoting altruistic rather than
individualistic behaviors. The growth of commercial
economies tended to break down cooperative tenden-
cies within societies, to promote in-group competition
and individualism, and simultaneously to encourage
inter-group cooperation and culture contact. As a con-
sequence the local authority of religion was undermined
both internally, as egoistic, liberal, ideology increasingly
governed forms of behavior, and from the outside, as it
became clear that many varieties of religion existed in
other societies without subverting the functioning of
those societies.

Twenty-First Century Perspectives
on Secularization

Most social scientists at the beginning of the twenty-
first century accept variants of a more complex account
of secularization developed by Peter Berger and David
Martin that grew out of the ideas of Max Weber (1864—
1920). Within this account there are at least three
interacting strands. One is a rationalizing trend that
seems to emerge in monotheistic religions, especially
those which, like Christianity, incorporate a transcen-
dent God and therefore encourage attempts to under-
stand the natural world without reference to specific
instances of divine agency, and likewise grant human
agency a predominant role in human affairs. Science
and technology thus become consequences of the impli-

cit rationality of transcendent monotheism. This ratio-
nalizing strand would not necessarily by itself signifi-
cantly reduce the authority of religion, but interacting
with the others it does.

The second strand is a socioeconomic strand that
begins from the Weberian claim that the protestant
ethic promoted the rise of industrial capitalism. Indus-
trial capitalism in turn encouraged the division of labor
and promoted social differentiation into classes, break-
ing down the social homogeneity of pre-modern society
and creating social and cultural diversity. The division
of labor also transformed many social roles, which had
once had important religious components, into specia-
lized secular roles. Thus educators, health care profes-
sionals, government functionaries, and other profes-
sional groups developed specialized knowledge and
institutions, creating new and non-religious sources of
power and authority. Furthermore the breakdown of
social homogeneity undermined the sense of commun-
ally shared values inculcated by religious practices and
institutions.

Finally the Protestant Reformation promoted a
sense of individualism that created a tendency for reli-
gious schism, the proliferation of competing sects, and a
sense of religious relativism that was only exacerbated
by culture contact with non-Christian cultures. One
consequence of this relativism was the separation of
Church and State, which found its most explicit separa-
tion in the first amendment to the U. S. Constitution.
All of these tendencies—toward rationalization,
science, and technological development; toward social
differentiation and diversity; and toward religious plur-
alism—promoted the declining importance of religion
relative to secular factors in promoting and controlling
human activities. That is they all contributed to
secularization.

In spite of such theories of secularization, it is clear
that many issues associated with twenty-first century
science and technology—from abortion to cloning, from
nuclear weapons to internet piracy—are subject, even
in such ostensibly secular societies as that of the United
States, to religious interest-group influence. Thus the
extent to which secularization adequately describes the
general trend that shapes the context in which scienti-
fic, technological, and ethical interactions
remains open to debate. There are even some propo-
nents of cultural diversity and advocates of alternatives
to modern European and North American industrial
culture, who admit the importance of secularization, but
who oppose the hegemony of the modern science and
technology of those cultures and argue for a re-enchant-

occur
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ment or re-sacralization of the world. These persons
point to such earth-centered spiritual traditions as those
of Native Americans, as models that might promote a
healthier and ultimately a more sustainable science and
technology.

RICHARD OLSON

SEE ALSO Comte, Auguste; Modernization; Urbanization;
Weber, Max.
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SECURITY

Security has many dimensions, depending on the situa-
tion. People secure boats by tying them to a dock, secure
loans from financial institutions, or secure promises with

a handshake. People feel less secure, or insecure, when
they doubt their own abilities, when they lose their priv-
acy, when a thief steals their wallet or purse. Thus,
security is a psychological as well as a physical state of
feeling—as well as being—protected from loss, breach
of trust, attack, or any real or perceived threat.

The word security is widespread and appears in
many contexts, from the United Nations Security
Council and the nuclear and environmental security
councils worldwide to national security, social security,
and neighborhood security watch groups formed to keep
homes safe from burglars. The term has become
enshrined as well in the Department of Homeland
Security, which describes itself as working “to keep
America safe” with one program slogan of “Don’t be
afraid, be ready.” Closely related terms include safety
and fear. Fear is a feeling, not always rational, of agita-
tion and anxiety caused by the perception of danger. In
the United States, in 2001, about 1,000 people died
from airliner accidents, including those who died in the
crashes of September 11, 2001, while in the same year,
more than 42,000 people died in automobile crashes.
Yet after the September 11 attacks, many people refused
to fly and opted to drive. They no longer felt secure in
airliners, even though they faced greater risk on the
roads.

Pursuing Security

In between self-reliance and the appeal to religion
(which places ultimate “security” in the divine), the
most general efforts to enhance security involve science,
technology, and politics. Many scientists, for instance,
argue that insofar as fear arises from ignorance, scientific
explanations of phenomena reduce superstition and
increase understanding, thus promoting security through
knowledge.

From earliest times human beings have also
depended for their very existence on the technologies of
food gathering, production, and preparation, as well as
those that provide clothing and shelter. Technology,
especially in the form of medicine, has a long history of
combating the insecurity of disease. Virtually all forms
of engineering propose to render human productivity
and products more secure.

To protect technological gains, however, provisions
for political security are a further requirement. The rise
of the first civilizations was closely associated with the
development of technologies of military security. In
order to obtain civil security, people have even given
their allegiance and surrendered their rights to emper-
ors, kings, and governments. According to the English
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philosopher Thomas Hobbes in the Leviathan (1651),
this compact between people and leaders is necessary
because people naturally lack traits that would ensure
mutual security. For Hobbes, people are essentially self-
ish creatures with no concern for or connection to one
another. Because humans are largely unsuccessful and
constantly warring, they trade away their freedom and
individuality in order to gain stability, law and order, a
predictable future, leisure, and enjoyment. While other
philosophers take a less dim view of human nature, all
agree that security is essential for society, production,
trade, and culture.

Hobbes and other early modern philosophers also
argued that state security would not only protect tech-
nological achievement but also promote it, and that
security could be enhanced by turning those desires for
material welfare that might otherwise lead to warfare
between nations to a general warfare against scarcity.
Although the pursuit of security thus plays important
roles in virtually all modern technologies, the more
explicit appeals to security are undoubtedly found in the
discussion of computers and the military.

Computer and information professionals are at the
front line of ensuring the confidentiality, integrity, oper-
ability, and availability of information systems and data.
Under the umbrella of those words come physical
threats stemming from floods, hurricanes, sandstorms,
and other natural disasters, as well as unintentional
harm from careless use, and of course intentional harm
from thieves, hackers, or terrorist attack. The focus of
computer and information security often narrows to the
means, such as encryption, passwords, and biometrics,
rather than examining the motivations and goals of
security. Among the many dimensions of this broader
field are various levels of security, false senses of secur-
ity, intrusive burden of security, and much more.

[t is particularly important to differentiate between
the ordinary and the national levels of security (Nissen-
baum, Friedman, and Felten Internet article). The
ordinary level comprises assurance of safety from the
threats mentioned above, such as natural disasters,
human error, or unwanted trespass. Computer and infor-
mation professionals take what measures they can to
protect from ordinary threats.

The national level, however, includes more extraor-
dinary measures of action. In the name of national secur-
ity, nations pursue extreme measures. As Helen Nissen-
baum, Batya Friedman, and Edward Felten described it,

The cause of national security can be parlayed
into political measures as well: a lifting of typical

restraints on government activities and powers,
especially those of security agencies. We may see
also a curtailing of certain freedoms (e.g. speech,
movement, information), a short-circuiting of
certain normal democratic processes (e.g. those in
the service of openness and accessibility), and
even the overriding of certain principles of
justice.

Thus, in some instances, ordinary security is trumped by
national security, and the individual is left with fewer
rights and feeling less, not more, secure. For example,
national identity cards have only limited potential to
enhance security but also entail an array of serious risks
and other negative characteristics (Weinstein and Neu-
mann 2001). Governments might impose national iden-
tity cards and people might agree to them out of fear,
rather than out of a rational need.

Specific Issues of Computer and Information
Security

In most areas, governments, institutions, and manufac-
turers give people visual reassurance that they are pro-
tected from harm. Security is signified by armed guards
standing at a checkpoint, childproof tops on pharmaceu-
tical products, and locks on doors, windows, and cars.
Banks are often solid structures, giving depositors the
reassurance that their funds are safe. Screen savers can
be password protected, although breaking through such
protection is trivial. Whether effective or not, these
measures calm and reassure people.

In the realm of computers and information, the
physical and psychological aspects of security are more
elusive, because the digital world is often devoid of the
visual cues that lead people to feel secure. How can a
user know that a document has not been altered, that
no one has eavesdropped on a conversation, that an
order comes from a real customer? Challenges include
authenticating data and users, maintaining data integ-
rity, and ensuring the confidentiality of communication.

The lack of transparency of technological devices
easily renders end users both insecure and dependent.
Although this is a problem associated with many tech-
nological appliances such as radios, refrigerators, and air
conditioners—devices that few can repair or even
explain—the lack of “transparency” is peculiarly salient
in computers, which are themselves increasingly inte-
grated into other devices—to make the DVD player,
car, or toaster “smart,” but leaving the users feeling
powerless and “dumb.” When devices make people feel
dumb, they also make them feel less secure.
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What about the security threats of private spyware
products? Not only do people have to be worried about
governments or corporations spying on them, increas-
ingly individuals have available sophisticated technolo-
gies for spying (spouses on each other, parents on kids,
and so forth).

Another (closely related) issue: False security is pro-
vided by deleting computer documents, as some criminals
have discovered to their chagrin. Computer professionals
can recover many deleted files, even of non-criminals.

Security measures themselves can become burden-
some, as when users have too many passwords to remem-
ber. Fear focused on one area may leave another more
vulnerable. Indeed, professionals who concentrate too
narrowly on the machine and wires and airwaves may
overlook the danger of a disgruntled employee or an elec-
tromagnetic weapon. Research by Rebecca Mercuri into
the dangers of electronic voting provides a cautionary
tale, for this perceived cure for election errors and inter-
ference may result in the potential for even greater fraud.

Thus computer and information security are elusive
goals that professionals aim to attain through technolo-
gical fixes such as encryption, firewalls, and restricted
networking. Sometimes these efforts are undertaken
because of actual attacks and interference, and some-
times they are applied to allay fear or provide users with
a sense of security.

Basic Issues of National and Military Security

The second most common area in which questions of
security play a prominent role is that of national and
military security. During the Cold War (1945-1990)
the primary national security issue was nuclear weapons,
and spies were sent into countries to learn more about
them. Attempts to enhance nuclear weapons security
and safety involved both controlling scientific knowl-
edge that might be of use to an enemy, especially by
means of secrecy, and engaging scientists and engineers
in the development of technologies thought to enhance
national security, technologies that ranged from “fail-
safe” command and control techniques to monitoring
and surveillance devices. The demand for secrecy in
some scientific research was nevertheless often argued
to be a distortion of the scientific ideal, insofar as this
ideal is committed to the production of shared knowl-
edge. Indeed, some scientists argued that secrecy was
actually counterproductive, and that greater security
could be had through more openness in science.

As for spies, in the United States there were witch-
hunts and other wide-ranging and over-reaching investi-

gations by government that ruined the careers of inno-
cent people and left many feeling insecure and
vulnerable. The McCarthy hearings of the early 1950s
involved telephone wiretaps and other intrusive acts
used on innocent people.

With the end of the Cold War, the promotion of
secrecy in science in the name of national security
became less pronounced, but was sometimes replaced
with the promotion of secrecy in science and technology
in the name of corporate security and economic compe-
titiveness. Then, with the advent of the so-called war
on terrorism (2001- ), needs for secrecy and control in
science for national security reasons again became a pro-
minent issue.

One specific example concerns biodefense and the
boom in building high-security “hot labs” where the
deadliest germs and potential bioterrorist weapons can be
studied. Although the need for level 3 and level 4 biosaf-
ety labs and associated security measures are real, scien-
tists such as David Ozonoff at the Boston University
School of Public Health worry that there may be insuffi-
cient safeguards “to prevent work that violates the ethical
standards of the scientific community” (Miller 2004).
Stanley Falkow of Stanford University has even decided
to destroy his own plague cultures rather than work under
the new security regulations, pointing out the danger of
security driving away talent (Miller 2004).

As these and other examples show, security needs
will not abate, for they are deep in the human psyche
and are built into the contract between people and their
governments. Keeping security measures in balance with
other values, such as freedom of speech and the pursuit
of knowledge, poses a continuing challenge.

For more extensive discussion of this issue, see “A
Difficult Decade: Continuing Freedom of Information
Challenges for the United States and its Universities,”
available at http://www.murdoch.edu.au/elaw/issues/
v10n4/woodbury104.html.

MARSHA C. WOODBURY
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SELFISH GENES

Evolutionary biologists increasingly accept that genes
are selfish. But what does this mean? Clearly genes do
not have personal motivations, and even if they did,
they could not achieve their designs without coopera-
tion of the bodies in which they reside. In the most gen-
eral sense, genes are merely blueprints, or, better,
recipes, for the production of proteins. As such they
influence the anatomy and physiology of living things
including not only structural proteins but also enzymes
and other factors that underlie the functioning of organ-
isms. Genes ultimately affect the structure of kidneys, as
well as the structure of nervous systems. Genes thus
influence kidney function, just as they influence central
nervous system function. When the central nervous sys-
tem functions, behavior results. In this sense, genes are
intimately connected to behavior, no less than they are
to the physiology and structure of our internal organs.

Organisms are typically rather short-lived.
Although they occupy the most obvious stage of the
ecological and evolutionary theater, and natural selec-
tion appears to act on organisms whenever some repro-
duce differentially relative to others, the fact remains
that natural selection among organisms is only impor-
tant in the evolutionary sense insofar as it results in the
disproportionate replication of some genes relative to
others. Individual bodies themselves do not persist in
evolutionary time; genes do. In fact genes are poten-
tially immortal whereas bodies are not.

Selfish Genes and Modern Genetics
At the time of Charles Darwin (1809-1882), genetics

was unknown, and so the focus of early evolutionary
biology was on bodies. With the rise of Mendelian

genetics and, subsequently, the field of population
genetics, it became possible to trace the consequences
of differential reproduction on their ultimate units, the
genes themselves. Recognition of DNA as the genetic
material, along with identification of its structure and
the rise of modern genomic technology, has enhanced
our understanding and also clarified the importance of
focusing on these crucial units. When a hippo or a
human being has a certain fitness, this means that his or
her DNA is projected into the future with a given
degree of success.

The term selfish, in relation to genes, is no more
than a useful verbal short-hand. Selfishness simply refers
to success in contributing to a particular gene’s own
replication. Natural selection rewards those genes that
produce a successful body by causing more of the genes
that influence the production of that body to be pro-
jected into the future. In this regard a successful body is
one that metabolizes efficiently, that pumps blood suc-
cessfully, that regulates its internal environment in a
way conducive to life, and that also behaves in a man-
ner that maximizes its success in reproducing, and/or in
contributing to the reproduction of its component genes
in the other major way available to it: by contributing
to the success of genetic relatives, with the importance
of each relative devalued in proportion as it is more dis-
tantly related (i.e., in direct proportion as a gene in a
subject individual is likely to be present, by shared des-
cent, in the body of another).

A key event in the development of selfish gene
thinking was the recognition by British geneticist Wil-
liam Hamilton (1936-2000) that reproduction itself is
only a special case of the more general phenomenon
whereby genes contribute to their own replication. In a
sexual species, reproduction occurs at some cost to the
parent—in time, energy, risk—for which the sole evolu-
tionary payoff is that each of the parent’s genes has a 50
percent probability of being present in each offspring,
and thereby are given a boost into succeeding genera-
tions. Hamilton observed that although reproduction is
not normally considered selfish, in fact it is, at the level
of genes. Moreover it is only because of the selfish payoff
to the genes in question that reproduction is favored by
natural selection in the first place!

Unlike the usual, negative implication of the word
selfish, when applied to the attributes of genes, the term
has no direct ethical implications. Living things are
considered to behave in a manner that maximizes their
inclusive fitness, which is simply the net effect of an act
on identical genes present in other bodies. As a result
selfish gene theory suggests that behavior that is selfish
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at the gene level typically involves actions that are
aleruistic at the level of bodies.

Hamilton effectively demonstrated that much see-
mingly altruistic behavior can be explained by this
gene-centered perspective. Individual genes can pro-
mote their evolutionary success not only by helping pro-
duce offspring—new bodies within which some of these
genes will reside—but also by contributing to the suc-
cess of other individuals that have a probability of con-
taining the genes in question. These other individuals
are genetic relatives; indeed, a genetic relative is defined
as an organism with an above-average probability of
containing genes already present in a designated indivi-
dual. For example, alarm-calling, whereby individuals
who sense an approaching predator announce their dis-
covery, that is directed preferentially toward genetic
relatives. This can be selected for even if it reduces the
likely survival of the alarm-caller so long as it increases
the prospects that these relatives—and the alarm-call-
ing genes within them—will survive and reproduce.

British biologist Richard Dawkins has been espe-
cially successful in explaining and popularizing this per-
spective, notably through his highly influential book,
The Selfish Gene (1989). Dawkins argued that genes are
essentially replicators whose biological role is to make
additional copies of themselves. Those that succeeded
in doing so went on to write the continuing history of
life. Whereas early in evolutionary history replicators
presumably floated freely in an organic soup, as natural
selection  continued, discovered—quite by
chance—that they were more successful by surrounding
themselves with cell membranes and eventually, by
aggregating together into multicellular bodies. Accord-
ingly these bodies served, and still serve, as mere survi-
val vehicles for the replicators.

some

This view is counter-intuitive because human beings
subjectively experience themselves as the center of their
own worlds, and therefore assume that their bodies—and
not their genes—are equally the center of evolutionary
concern. But bodies do not persist through evolutionary
time. Although bodies can be selected for in the very
short term, in that certain individuals are more reproduc-
tively successful than others, in the long term, these
bodies are only vehicles for the differential success of
their constituent genes, which replicate by virtue of the
actions of the bodies in which they are enclosed.

Selfishness versus Altruism: A False Dichotomy

Critics of sociobiology and evolutionary psychology—
both of which disciplines have been strongly influenced

by the concept of selfish genes—often assume that this
perspective implies that selfishness is more natural than
altruism. The assumption has two significant flaws. First
it suggests that identifying a trait as natural means that
it is necessarily good, a view that was criticized by Eng-
lish philosopher David Hume (1711-1776), and, in the
twentieth century, by philosopher George Edward
Moore (1873-1958), who emphasized that is does not
necessarily imply ought. Moore called this the naturalistic
fallacy, and he argued that it is not philosophically or
ethically defensible. Although many biologists—includ-
ing Darwin—have maintained that morality is rooted in
a natural moral sense, it is one thing to see morality as
somehow deriving from one’s biological heritage, quite
another to wvalidate behavioral tendencies simply
because they are natural. It may be natural to respond
violently to frustration, or in certain situations of com-
petition, but is debatable whether in such cases, natural-
ness confers any ethical legitimacy.

Second, the suggestion that selfishness is somehow
more natural than altruism ignores the crucial recogni-
tion that underlies all of selfish gene theory: the biologi-
cal reality that genes cannot and do not behave in a
vacuum, but only in the context of bodies. As such
when a gene predisposes its body to behave selfishly
(from the perspective of the gene), it often does so by
inclining that self to act altruistically at the level of
bodies. When parents provide food for their offspring,
defend them against predators, or invest time and
energy in their training, they may well be acting self-
ishly at the level of shared genes between parent and
child, but altruistically insofar as individuals are behav-
ing benevolently toward one another. Accordingly self-
ish genes need not behave selfishly!

The technology of cloning, stem cell research, and
allied genomic sciences—including the identification of
the human genome—has made considerations of human
genes increasingly real. When developmental geneti-
cists or evolutionary theorists speak of genes, they are
increasingly able to speak authoritatively about specific
DNA sequences, on identifiable chromosomes. It none-
theless does not seem likely that technology will permit
the isolation of specific selfish or altruistic genes
because selfish behavior does not exist as such, but
rather, as a constituent of other characteristics and ten-
dencies. For example, as discussed above, alarm-calling,
which is a common textbook example of animal altru-
ism, enhances the likely survival of others but at some
increased risk to the alarm-caller. Alarm-calling need
not be a result of generalized altruistic tendencies;
rather it could derive from enhanced watchfulness due
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to anxiety, or even more acute eyesight, or a greater ten-
dency to scan the surroundings for any number of rea-
sons. Neither altruism nor selfishness per se, isolated as
a generalized behavior trait, need be involved. The like-
lihood, therefore, is that advances in genetic technology
will continue to elaborate genetic influences on beha-
vior (just as they will with respect to proclivities for dis-
ease), without teasing out selfish genes as such. This,
however, would not negate the scientific cogency of the
concept, or even its genuine reality, because genes are
selfish whenever they contribute to their own evolu-
tionary success, without necessarily inducing their
bodies in an overtly self-aggrandizing
manner.

to behave

Ethical Considerations Regarding Selfish Genes

Traditionally selfish behavior is considered unethical
and its alternative, altruism, has been lauded as highly
ethical. When biologists speak of selfish and altruistic
behavior, they are simply defining these actions by
their fitness consequences, and are not implying moral
judgments. At the same time, one can speculate that
the widespread, cross-cultural valuing of altruism and
derogation of selfishness may itself derive from recog-
nition that the living world inclines toward selfishness
(at least at the level of genes) to a degree that
may make exhortations to the contrary especially
worthwhile.

Based on this cynics might point out that social and
ethical systems may emphasize the desirability of altru-
ism because of the payoff such behavior confers on
others: Most people would be better off if others could
be persuaded to be more altruistic, while they them-
selves remain comparatively selfish! Similarly biologists
might point out that, as argued above, the boundaries
between selfishness and altruism are unclear and often
interpenetrating.  Ethicists might emphasize that
whereas evolutionary phenomena are crucially impor-
tant to learn about, they are not suitable for learning
from: Insofar as natural selection has produced human
beings, along with other organisms, as the survival vehi-
cles for selfish genes, the evolutionary process simply
promotes whatever works. It is the responsibility of
human beings to decide how they choose to assess such
inclinations, and how, if at all, they elect to be influ-
enced by that knowledge.

DAVID P. BARASH
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SEMIOTICS

Overview
Language and Culture
Nature and Machine

OVERVIEW

Semiotics (from the Greek root sema [sign]) proposes to
be a science of signs and symbols and how they function
in both linguistic (human and culture) and nonlinguis-
tic (natural and artificial) systems of communication. In
both instances the science has ethical dimensions. With
regard to language and culture, some traditions of semio-
tics seek to expose what they argue are illegitimate uses
of signs and symbols. With regard to nature and
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machines, questions arise about the legitimacy of con-
ceiving interactions between noncultural phenomena in
the same terms as cultural phenomena.

LANGUAGE AND CULTURE

Linguistic and cultural semiotics investigates sign sys-
tems and the modes of representation that humans use
to convey feelings, thoughts, ideas, and ideologies.
Semiotic analysis is rarely considered a field of study in
its own right, but is used in a broad range of disciplines,
including art, literature, anthropology, sociology, and
the mass media. Semiotic analysis looks for the cultural
and psychological patterns that underlie language, art,
and other cultural expressions. Umberto Eco jokingly
suggests that semiotics is a discipline for “studying
everything which can be used in order to lie” (1976, p.
7). Whether used as a tool for representing phenomena
or for interpreting it, the value of semiotic analysis
becomes most pronounced in highly mediated, postmo-
dern environments where encounters with manu-
factured reality shift humans’ grounding senses of
normalcy.

Historical Development

That human thought and communication function by
means of signs is an idea that runs deep in Western tra-
dition. Prodicus, one of the Greek Sophists of the fifth
century B.C.E., founded his teachings on the practical
idea that properly chosen words are fundamental to
effective communication. Questioning this notion that
words possess some universal, objective meaning, Plato
(c. 428-347 B.c.E.) explored the arbitrary nature of the
linguistic sign. He suggested a separateness between an
object and the name that is used to signify that object:
“Any name which you give, in my opinion, is the right
one, and if you change that and give another, the new
name is as correct as the old,” (Cratylus [384d]). Aristo-
tle (384-322 B.C.E.) recognized the instrumental nature
of the linguistic sign, observing that human thought
proceeds by the use of signs and that “spoken words are
the symbols of mental experience” (On Interpretation [1,
16a3]). Six centuries later Augustine of Hippo (354-
430 c.k.) elaborated on this instrumental role of signs in
the process of human learning. For Augustine, language
was the brick and mortar with which human beings con-
struct knowledge. “All instruction is either about things

or about signs; but things are learned by means of signs”
(On Christian Doctrine 1.2).

Semiotic consciousness became well articulated in
the Middle Ages, largely because of Roger Bacon (c.

1220-1292). In his extensive tract De Signis (c. 1267),
Bacon distinguished natural signs (for example, smoke
signifies fire) from those involving human communica-
tion (both verbal and nonverbal). Bacon introduced a
triadic model that describes the relationship between a
sign, its object of reference, and the human interpreter.
This triad remains a fundamental concept in modern
semiotics. John Poinsot (John of St. Thomas, 1589—
1644) elaborated on the triad, laying down a fundamen-
tal science of signs in his Tractatus de Signis (1632).
Poinsot observed that signs are relative beings whose
existence consists solely in presenting to human aware-
ness that which they themselves are not. It was the Brit-
ish philosopher John Locke (1632-1704) who finally
bestowed a name on the study of signs. In his Essay Con-
cerning Human Understanding (1690), Locke declared
that semiotike or doctrine of signs should be one of the
three major branches of science, along with natural phi-
losophy and practical ethics.

Modern Semiotics

There are two major traditions in modern semiotic the-
ory. One branch is grounded in a European tradition
and was led by the Swiss-French linguist Ferdinand de
Saussure (1857-1913). The other branch emerged out
of American pragmatic philosophy through its primary
founder, Charles Sanders Peirce (1839-1914). Saussure
sought to explain how all elements of a language are
taken as components of a larger system of language in
use. This led to a formal discipline that he called semiol-
ogy. Peirce’s interest in logical reasoning led him to
investigate different categories of signs and the manner
by which humans extract meaning from them. Indepen-
dently, Saussure and Peirce worked to better understand
the triadic relationship.

Saussure laid the foundation for the structuralist
school in linguistics and social theory. A structuralist
looks at the units of a system and the rules of logic that
are applied to the system, without regard to any specific
content. The units of human language comprise a lim-
ited set of sounds called phonemes, and these comprise
an unlimited set of words and sentences, which are put
together according to a set of simple rules called gram-
mar. From simple units humans derive more complex
units that are applied to new rules to form more com-
plex structures (such as themes, characters, stories, gen-
res, and style). The human mind organizes this structure
into cognitive understanding.

The smallest unit of analysis in Saussure’s semiology
is the sign, made up of a signifier or sensory pattern, and
a signified, the concept that is elicited in the mind by
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the signifier. Saussure emphasized that the signifier does
not constitute a sign until it is interpreted. Like Plato,
Saussure recognized the arbitrary association between a
word and what it stands for. Word selection becomes a
matter, not of identity, but of difference. Differences
carry signification. A sign is what all other signs are not
(Saussure 1959).

Peirce shared the Saussurian observation that most
signs are symbolic and arbitrary, but he called attention
to iconic signs that physically resemble their referent and
indexical signs that possess a logical connection to their
referent (Peirce 1955 [1898]). To Peirce, the relation-
ship of the sign to the object is made in the mind of the
interpreter as a mental tool that Peirce called the inter-
pretant. As Peirce describes it, semiosis (the process of
sign interpretation) is an iterative process involving
multiple inferences. The signifier elicits in the mind an
interpretant that is not the final signified object, but a
mediating thought that promotes understanding. In
other words, a thought is a sign requiring interpretation
by a subsequent thought in order to achieve meaning.
This mediating thought might be a schema, a mental
model, or a recollection of prior experience that enables
the subject to move forward toward understanding. The
interpretant itself becomes a sign that can elicit yet
another interpretant, leading the way toward an infinite
series of unlimited semioses (Eco 1979). By this analysis,
Peirce shifts the focus of semiotics from a relational view
of signs and the objects they represent to an understand-
ing of semiosis as an iterative, mediational process.

Charles Morris (1901-1979) was a semiotician who
adapted Peirce’s work to a form of behaviorism. For
Morris, semiotics involves “goal-seeking behavior in
which signs exercise control” (Morris 1971 [1938], p.
85). Morris identified four aspects within the process of
semiosis:

(1) the sign vehicle that orients a person toward a
goal;

(2) the interpreter, or the subject of the semiotic
activity;

(3) the designatium, or the object to which the sign
refers;

(4) the interpretant, which is the cognitive reaction
elicited in the mind of the interpreter.

Morris attempted to subdivide the field of semiotics into
three subfields. Semantics studies the affiliations between
the world of signs and the world of things. Syntactics
observes how signs relate to other signs. Pragmatics
explains the effects of signs on human behavior (Morris

1971).

Russian Influences

Saussure’s abstraction of language as a self-contained
system of signs became the target of criticism by those
who saw language as a socially constituted fabric of
human interchange. Language is highly contextual and
humans acquire language by assimilating the voices of
those around them. Language is not a fixed system but it
changes as it is used through interaction with peers in
modes of discourse. This philosophy, known as dialogics,
was the outgrowth of intellectual development in Soviet
Russia by a group whose work centered on the writings
of Mikhail Bakhtin (1895-1975). The Bakhtin Circle,
which included among its members Valantine Voloshi-
nov (1895-1936), addressed the social and cultural
issues posed by the Russian Revolution and its degenera-
tion into the Stalin dictatorship. The group dissolved in
1929 after members faced political arrest. Bakhtin him-
self was not a pure semiotician, but he engaged with
others, most notably Voloshinov, in the investigation of
how language and understanding emerges in the process
of dialogue.

Voloshinov argued that all utterances have an
inherently dialogic character. According to Voloshinov,
dialogue is the fundamental feature of speech. In his
view, signs have no independent existence outside of
social practice. Signs are seen as components of human
activity, and it is within human activity that signs take
on their form and meaning (Voloshinov 1986).

Another Russian, Lev Semenovich Vygotsky
(1896-1934), applied the instrumental notion of semio-
tics toward cognition and learning (the relationship sug-
gested much earlier by Aristotle and Augustine).
Vygotsky identified the pivotal role language plays dur-
ing the exercise of complex mental functions. In Mind
in Society (1978 [1930]), Vygotsky observes how plan-
ning abilities in children are developed through linguis-
tic mediation of action. “[The child] plans how to solve
the problem through speech and then carries out the
prepared solution through overt activity” (p. 28). He
observed the similarity between physical tools and ver-
bal artifacts as instruments of human activity. From his
extensive and detailed observations of child develop-
ment, Vygotsky concluded that higher-order thinking
transpires by means of what he called “inner speech,”
the internalized use of linguistic signs (Vygotsky 1986).

Rhetorical Techniques and Ethical Implications
Roland Barthes (1915-1980) is probably the most sig-

nificant semiologist to assume the mantle of Saussure.
Barthes developed a sophisticated structuralist analysis
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to deconstruct the excessive rhetorical maneuvers
within popular culture that engulfed Europe after World
War II. Anything was fair game for Barthes’s structural-
ist critique including literature, media, art, photography,
architecture, and even fashion. Barthes’s most influen-
tial work, Mythologies (1972 [1957]) continues to have
an influence on critical theory in the early twenty-first
century.

Myths are signs that carry with them larger cultural
meanings. In Mythologies, Barthes describes myth as a
well-formed, sophisticated system of communication
that serves the ideological aims of a dominant class.
Barthes conceived of myth as a socially constructed rea-
lity that is passed off as natural. Myth is a mode of signif-
ication in which the signifier is stripped of its history,
and the form is stripped of its substance and then
adorned with a substance that is artificial but appears
entirely natural. Through mythologies, deeply partisan
meanings are made to seem well established and self-
evident. The role of the mythologist is to identify the
artificiality of those signs that disguise their historical
and social origins.

Barthes was critical of journalistic excesses that jus-
tified the French Algerian War (1954-1962). Skillfully,
he deconstructed French journalism that had perfected
the art of taking sides while pretending airs of neutrality,
claiming to express the voice of common sense. Barthes
observes that the myth is more understandable and more
believable than the story that it supplants because
the myth introduces self-evident truths that conform
to the dominant historical and cultural position. This
naturalization lends power to such myths. They go with-
out saying. They need no further explanation or
demystification.

American journalism is no less rich with its own
mythical contributions to journalistic history. Examples
include the Alamo (1835-1836), the sinkings of the
Maine (1898) and the Lusitania (1915), the Gulf of Ton-
kin incident (1964), and Iraqi weapons of mass destruc-
tion (2003). In each case, the respective signifier was
stripped of its own history and replaced with a more
“natural” and believable narrative. These examples
underscore the ethical implications of mythologies,
because each was specifically instrumental in recruiting
popular support behind an offensive war by making it
appear to be a defensive war.

Mythologies are not limited to the realms of jour-
nalism, advertising, and the cinema, but find their way
into all aspects of modern society. Science is no excep-
tion. The science educator Jay L. Lemke (1990) speaks
of a “special mystique of science, a set of harmful myths

that favor the interests of a small elite” (p. 129). Lemke
believes that airs of objectivity and certainty in scienti-
fic discourse lend themselves to an authoritarian culture
that serves to undermine student confidence. He
describes linguistic practices that place artificial barriers
between the pedagogy of science and common experi-
ence. He asserts that “a belief in the objectivity and cer-
tainty of science is very useful to anyone in power who
wants to use science as a justification for imposing the
policy decisions they favor. Science is presented as
authoritative, and from there it is a small step to its
becoming authoritarian” (Lemke 1990, p. 31).

George Lakoff and Mark Johnson (1980) describe a
“myth of objectivism” in science writing that portrays a
world of objects possessing inherent properties and fixed
relations that are entirely independent of human experi-
ence. Objectivist writing emerged in the seventeenth
century and now assumes the dominant position in
modern discourses of science, law, government, busi-
ness, and scholarship. Postmodern critics point to objec-
tivism’s failure to account for human thoughts, experi-
ence, and language, which are largely metaphorical.
Metaphors are pervasive and generally unrecognized
within a culture of positivism. Highlighting the use of
metaphors is a useful key to identifying whose realities
are actually privileged in academic writing (Chandler

2002).

Barthes’s role as France’s supreme social critic has
been taken over by the French cultural theorist Jean
Baudrillard (b. 1929). Baudrillard argues that postmo-
dern culture, with its rich, exotic media, is a world of
signs that have made a fundamental break from reality.
Contemporary mass culture experiences a world of simu-
lation having lost the capacity to comprehend an unme-
diated world. Baudrillard coined the term simulacra to
describe a system of objects in a consumer society distin-
guished by the existence of multiple copies with no ori-
ginal. People experience manufactured realities—care-
fully edited war footage, meaningless acts of terrorism,
and the destruction of cultural values.

In an age of corporate consolidation in which popu-
lar culture is influenced by an elite few with very power-
ful voices, semiotic analysis is deemed essential for
information consumers. Semiotics informs consumers
about a text, its underlying assumptions, and its various
dimensions of interpretation. Semiotics offers a lens into
human communication. It sharpens the consumer’s own
consciousness surrounding a given text. It informs con-
sumers about the cultural structures and human motiva-
tions that underlie perceptual representations. It rejects
the possibility that humans can represent the world in a
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neutral fashion. It unmasks the deep-seated rhetorical
forms and underlying codes that fundamentally shape
human realities. Semiotic analysis is a critical skill for
media literacy in a postmodern world.

MARTIN RYDER

SEE ALSO Peirce, Charles Sanders; Postmodernism; Rheto-
ric of Science and Technology.

BIBLIOGRAPHY

Barthes, Roland. (1972). Mythologies, trans. Annette Lavers.
New York: Hill and Wang. Originally published 1957.
Fifty-four short critical reflections on mass culture in
France during early 1950s. A classic work using semiotics
to reveal the practices and artifacts of society as signifiers
of the surface meanings and deep structures of contempor-
ary life.

Baudrillard, Jean. (1988). Selected Writings, ed. Mark Poster.
Stanford, CA: Stanford University Press. Provocative and
controversial, Baudrillard describes a culture of people
disenfranchised by the impotency of politics, media, and
the consumer society.

Chandler, Daniel. (2002). Semiotics: The Basics. London:
Routledge. A comprehensive introduction to semiotic the-
ory for students of popular culture and mass
communications.

Eco, Umberto. (1976). A Theory of Semiotics. Bloomington:
Indiana University Press. In this classic text, Eco offers a
theory of sign production that centers on the process of
interpretation and the relationship between sign vehicles
and the reality they portray. Eco’s constructivist philoso-
phy places the interpreter of signs on equal footing with
the sign producer in the process of meaning construction.

Eco, Umberto. (1979). The Role of the Reader: Explorations in
the Semiotics of Texts. Bloomington: Indiana University
Press. Nine essays that explore the differences between
“open” and “closed” texts, those that hold the reader at
bay and those that actively engage the reader in the co-
production of meaning.

Lakoff, George, and Mark Johnson. (1980). Metaphors We
Live By. Chicago: University of Chicago Press. Linguist
George Lakoff and philosopher Mark Johnson argue that
metaphor is central to language and understanding.

Lemke, Jay L. (1990). Talking Science: Language, Learning,
and Values. Norwood, NJ: Ablex Publishing. Lemke por-
trays science as language, suggesting that to learn science,
one must learn the language of science; and to learn the
language, one must engage with others in active dialog
about science.

Morris, Charles. (1971 [1938]). Foundations of the Theory of
Signs. Chicago: University of Chicago Press. This classic
monograph proposed three divisions of semiotic theory:
syntactics, semantics, and pragmatics.

Peirce, Charles Sanders. (1955). “Logic as Semiotic: The
Theory of Signs.” In Philosophical Writings of Peirce, ed. Jus-
tus Buchler. New York: Dover. Essay originally published

in 1898. Considered the founder of pragmatism, Peirce
introduced a logical model which he termed “abduction”,
the iterative process of formulating inferences through the
interpretation of signs and testing those inferences with
other signs as a means of advancing an investigative
inquiry.

Saussure, Ferdinand de. (1959). Course in General Linguistics,
ed. Charles Bally and Albert Sechehaye; trans. Wade
Baskin. New York: Philosophical Library. Originally pub-
lished 1916. This is a summary of Saussure’s lectures at the
University of Geneva from 1906 to 1911. In this seminal
work, Saussure examines the relationship between speech
and the development of language as a structured system of
signs.

Voloshinov, V. N. (1986). Marxism and the Philosophy of Lan-
guage, trans. Ladislav Matejka and I. R. Titunik. Cam-
bridge, MA: Harvard University Press. Originally pub-
lished 1929. Good introduction to the ideas of the
Bakhtin Circle. In a series of articles written between
1926 and 1930, Voloshinov emphasizes the social essence
of language and he tracks the development of ideology
and consciousness at the level of discursive practice.

Vygotsky, L. S. (1978). Mind in Society, ed. Michael Cole,
Vera John-Steiner, Sylvia Scribner, and Ellen Souberman.
Cambridge, MA: Harvard University Press. Originally
published 1930. A pioneer in developmental psychology,
Vygotsky argued that language is central to learning, and
that the workings of the human mind can best be
explained in terms of its linguistic and cultural tools.

Vygotsky, L. S. (1986). “The Genetic Roots of Thought and
Speech.” In Thought and Language, trans. and ed. Alex
Kozulin. Cambridge, MA: MIT Press. Russian edition ori-
ginally published 1934, then translated in 1962 to become
a classic foundational work in cognitive science. Vygotsky
analyzed the role of speech in the development of human
consciousness, and the relationship of language to com-
plex thinking in humans.

NATURE AND MACHINE

Semiotics (from the Greek word for sign) is the doctrine
and science of signs and their use. It is thus a more com-
prehensive system than language itself and can therefore
be used to understand language in relation to other
forms of communication and interpretation such as non-
verbal forms. One can trace the development of semio-
tics starting with its origins in the classical Greek period
(from medical symptomatology), through subsequent
developments during the Middle Ages (Deely 2001),
and up to John Locke’s introduction of the term in the
seventeenth century. But contemporary semiotics has its
real foundations in the nineteenth century with Charles
Sanders Peirce (1839-1914) and Ferdinand de Saussure
(1857-1913), who, working independently of each
other, developed slightly different conceptions of the
sign. The development of semiotics as a broad field is
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nevertheless mostly based on Peirce’s framework, which
is therefore adopted here.

Ever since Umberto Eco (1976) formulated the pro-
blem of the “semiotic threshold” to try to keep semiotics
within the cultural sciences, semiotics—especially Peir-
cian semiotics—has developed further into the realm of
biology, crossing threshold after threshold into the
sciences. Although semiotics emerged in efforts to
scientifically investigate how signs function in culture,
the twentieth century witnessed efforts to extend semio-
tic theory into the noncultural realm, primarily in rela-
tion to living systems and computers. Because Peirce’s
semiotics is the only one that deals systematically with
nonintentional signs of the body and of nature at large,
it has become the main source for semiotic theories of
the similarities and differences among signs of inorganic
nature, signs of living systems, signs of machines (espe-
cially computer semiotics, see Andersen 1990), and the
cultural and linguistic signs of humans living together in
a society that emphasizes the search for information and
knowledge. Resulting developments have then been
deployed to change the scope of semiotics from strictly
cultural communication to a biosemiotics that encom-
passes the cognition and communication of all living
systems from the inside of cells to the entire biosphere,
and a cybersemiotics that in addition includes a theory
of information systems.

Biosemiotics and Its Controversies

Semiotics is a transdisciplinary doctrine that studies
how signs in general—including codes, media, and lan-
guage, plus the sign systems used in parallel with lan-
guage—work to produce interpretation and meaning in
human and in nonhuman living systems as prelinguistic
communication systems. In the founding semiotic tradi-
tion of Peirce, a sign is anything that stands for some-
thing or somebody in some respect or context.

Taking this further, a sign, or representamen, is a
medium for communication of a form in a triadic
(three-way) relation. The representamen refers (pas-
sively) to its object, which determines it, and to its inter-
pretant, which it determines, without being itself
affected. The interpretant is the interpretation in the
form of a more developed sign in the mind of the inter-
preting and receiving mind or quasi mind. The represen-
tamen could be, for example, a moving hand that refers
to an object for an interpretant; the interpretation in a
person’s mind materializes as the more developed sign
“waving,” which is a cultural convention and therefore
a symbol.

All kinds of alphabets are composed of signs. Signs
are mostly imbedded in a sign system based on codes,
after the manner of alphabets of natural and artificial
languages or of ritualized animal behaviors, where fixed
action patterns such as feeding the young in gulls take
on a sign character when used in the mating game.

Inspired by the work of Margaret Mead, Thomas A.
Sebeok extended this last aspect to cover all animal spe-
cies—specific communication systems and their signify-
ing behaviors under the term zodsemiotics (Sebeok
1972). Later Sebeok concluded that zodsemiotics rests
on a more comprehensive biosemiotics (Sebeok and Umi-
ker-Sebeok 1992). This global conception of semiotics
equates life with sign interpretation and mediation, so
that semiotics encompasses all living systems including
plants (Krampen 1981), bacteria, and cells in the
human body (called endosemiotics by Uexkiill, Geigges,
and Herrmann 1993). Although biosemiotics has been
pursued since the early 1960s, it remains controversial
because many linguistic and cultural semioticians see it
as requiring an illegitimate broadening of the concept of
code.

A code is a set of transformation rules that convert
messages from one form of representation to another.
Obvious examples can be found in Morse code and cryp-
tography. Broadly speaking, code thus includes every-
thing of a more systematic nature (rules) that source
and receiver must know a priori about a sign for it to
correlate processes and structures between two different
areas. This is because codes, in contrast to universal
laws, work only in specific contexts, and interpretation
is based on more or less conventional rules, whether cul-
tural or (by extension) biological.

Exemplifying a biological code is DNA. In the pro-
tein production system—which includes the genome in
a cell nucleus, the RNA molecules going in and out of
the nucleus, and the ribosomes outside the nucleus
membrane—triplet base pairs in the DNA have been
translated to a messenger RN A molecule, which is then
read by the ribosome as a code for amino acids to string
together in a specific sequence to make a specific pro-
tein. The context is that all the parts have to be brought
together in a proper space, temperature, and acidity
combined with the right enzymes for the code to work.
Naturally this only happens in cells. Sebeok writes of
the genetic code as well as of the metabolic, neural, and
verbal codes. Living systems are self-organized not only
on the basis of natural laws but also using codes devel-
oped in the course of evolution. In an overall code there
may also exist subcodes grouped in a hierarchy. To view
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something as encoded is to interpret it as-sign-ment

(Sebeok 1992).

A symbol is a conventionally and arbitrary defined
sign, usually seen as created in language and culture. In
common languages it can be a word, but gestures,
objects such as flags and presidents, and specific events
such as a soccer match can be symbols (for example, of
national pride). Biosemioticians claim the concept of
symbol extends beyond cultures, because some animals
have signs that are “shifters.” That is, the meaning of
these signs changes with situations, as for instance the
head tossing of the herring gull occurs both as a precoi-
tal display and when the female is begging for food.
Such a transdisciplinary broadening of the concept of a
symbol is a challenge for linguists and semioticians
working only with human language and culture.

To see how this challenge may be developed, con-
sider seven different examples of signs. A sign stands for
something for somebody:

(1) as the word blue stands for a certain range of
color, but also has come to stand for an emo-
tional state;

(2) as the flag stands for the nation;
(3) as a shaken fist can indicate anger;

(4) as red spots on the skin can be a symptom for
German measles;

(5) as the wagging of a dog’s tail can be a sign of
friendliness for both dogs and humans;

(6) as pheromones can signal heat to the other sex
of the species;

(7) as the hormone oxytocin from the pituitary can
cause cells in lactating glands of the breast to
release the milk.

Linguistic and cultural semioticians in the tradition of
Saussure would usually not accept examples 3 to 6 as
genuine signs, because they are not self-consciously
intentional human acts. But those working in the tradi-
tion of Peirce also accept nonconscious intentional signs
in humans (3) and between animals (5 and 6) as well as
between animals and humans (4), nonintentional signs
(4), and signs between organs and cells in the body (7).
This last example even takes special form in immunose-
miotics, which deals with the immunological code,
immunological memory, and recognition.

There has been a well-known debate about the con-
cepts of primary and secondary modeling systems (see
for example Sebeok and Danesi 2000) in linguistics that
has now been changed by biosemiotics. Originally lan-
guage was seen as the primary modeling system, whereas

culture comprised a secondary one. But through biose-
miotics Sebeok has argued that there exists a zodsemio-
tic system, which has to be called primary, as the foun-
dation of human language. From this perspective
language thus becomes the secondary and culture
tertiary.

Cybersemiotics and Ethics

In the formulation of a transdisciplinary theory of signif-

ication and communication in nature, humans,
machines, and animals, semiotics is in competition with
the information processing paradigm of cognitive
science (Gardner 1985) used in computer informatics
and psychology (Lindsay and Norman 1977, Fodor
2000), and library and information science (Vickery
and Vickery 2004), and worked out in a general renewal
of the materialistic evolutionary worldview (for exam-
ple, Stonier 1997). Sgren Brier (1996a, 1996b) has criti-
cized the information processing paradigm and second-
order cybernetics, including Niklas Luhmann’s commu-
nication theory (1995), for not being able to produce a
foundational theory of signification and meaning. Thus
it is found necessary to add biosemiotics ability to
encompass both nature and machine to make a theory
of signification, cognition and communication that
encompass the sciences, technology as well as the huma-

nities aspect of communication and interpretation.

Life can be understood from a chemical point of
view as an autocatalytic, autonomous, autopoietic sys-
tem, but this does not explain how the individual biolo-
gical self and awareness appear in the nervous system. In
the living system, hormones and transmitters do not
function only on a physical causal basis. Not even the
chemical pattern fitting formal causation is enough to
explain how sign molecules function, because their
effect is temporally and individually contextualized.
They function also on a basis of final causation to sup-
port the survival of the self-organized biological self. As
Sebeok (1992) points out, the mutual coding of sign
molecules from the nervous, hormone, and immune sys-
tems is an important part of the self-organizing of a bio-
logical self, which again is in constant recursive interac-
tion with its perceived environment Umwelt (Uexkull
1993). This produces a view of nerve cell communica-
tion based on a Peircian worldview binding the physical
efficient causation described through the concept of
energy with the chemical formal causation described
through the concept of information—and the final cau-
sations in biological systems being described through
the concept of semiosis (Brier 2003).
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From a cybersemiotic perspective, the bit (or basic
difference) of information science becomes a sign only
when it makes a difference for someone (Bateson 1972).
For Pierce, a sign is something standing for something
else for someone in a context. Information bits are at
most pre- or quasi signs and insofar as they are involved
with codes function only like keys in a lock. Information
bits in a computer do not depend for their functioning
on living systems with final causation to interpret them.
They function simply on the basis of formal causation,
as interactions dependent on differences and patterns.
But when people see information bits as encoding for
language in a word processing program, then the bits
become signs for them.

To attempt to understand human beings—their
communication and attempts through interpretation to
make meaning of the world—from frameworks that at
their foundation are unable to fathom basic human fea-
tures such as consciousness, free will, meaning, interpre-
tation, and understanding is unethical. To do so tries to
explain away basic human conditions of existence and
thereby reduce or even destroy what one is attempting
to explain. Humans are not to be fitted and disciplined
to work well with computers and information systems. It
is the other way round. These systems must be devel-
oped with respect for the depth, multidimensional, and
contextualizing abilities of human perception, language
communication, and interpretation.

Behaviorism, different forms of eliminative materi-
alism, information science, and cognitive science all
attempt to explain human communication from outside,
without respecting the phenomenological and herme-
neutical aspects of existence. Something important
about human nature is missing in these systems and the
technologies developed on their basis (Fodor 2000). It is
unethical to understand human communication only in
the light of the computer. Terry Winograd and Fer-
nando Flores (1987), among others, have argued for a
more comprehensive framework.

But it is also unethical not to contemplate the
material constraints and laws of human existence, as
occurs in so many purely humanistic approaches to
human cognition, communication, and signification.
Life, as human embodiment, is fundamental to the
understanding of human understanding, and thereby to
ecological and evolutionary perspectives, including cos-
mology. John Deely (1990), Claus Emmeche (1998),
Jesper Hoffmeyer (1996), and Brier (2003) all work with
these perspectives in the new view of semiotics inspired
by Peirce and Sebeok. Peircian semiotics in its contem-
porary biosemiotic and cybersemiotic forms is part of an

ethical quest for a transdisciplinary framework for
understanding humans in nature as well as in culture, in
matter as well as in mind.

SOREN BRIER

SEE ALSO Peirce, Charles Sanders.
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SENSITIVITY ANALYSES

Technically, a sensitivity analysis is a calculation or
estimation, quantitative or not, in which all variables
except one are held constant. This allows for a clear
understanding of the effects of changes in that variable
on the outcomes of the calculation or estimation. The
methodologies of sensitivity analysis are well established
in some areas of research, particularly those that employ
methods of risk assessment and computer modeling
(Satelli, Chan, and Scott 2000). However, the concept
of sensitivity analysis has considerable potential for pol-
icy research, especially for understanding the role of dif-
ferent types of knowledge as factors contributing to par-
ticular value or ethical outcomes related to scientific
research or technological change.

Potential use in Policy Making: Some Examples

In the context of research intended to support policy
making a sensitivity analysis can help identify and frame
the dimensions of a problem and thus clarify the potential
efficacy of possible interventions. Consider a hypothetical
example. There is a city in a desert that continually faces
stress on its water resources. City officials invariably face
finite time and budgets but have to make decisions about
the community’s water use. It is likely that they will hear
from advocates proposing the development of new water
projects such as dams and reservoirs as well as advocates
who call for a reduction in water use in the community.
Inevitably a question will arise: To what degree should
the city consider limiting the use of water, for example,
through conservation, versus increasing supply, for exam-
ple, by building a new dam?

A sensitivity analysis can help policy makers under-
stand the source of stresses on the community’s water
resources. Specifically, does stress result primarily from a
growing population or from limited storage of water?
From drought and climate? From a combination? If so, to
what degree? The following idealized example shows how
a sensitivity analysis might be organized in this case.

(1) A valued outcome is identified. In this instance
the variable is water availability as measured by
reservoir storage. Of course, other valued out-
comes might be selected, and other measures
might be selected.

(2) The existing literature is surveyed to assess the
range of factors expected to influence the valued
outcome over a period of time that is relevant to
the decision context. For water resources the per-
iod of concern might be the upcoming decade.
The two factors identified to be the most impor-
tant influences affecting water availability might
be rainfall and municipal water usage.

(3) With the two factors identified, the next step is to
return to the literature to identify the distribution
of views on the effects of rainfall and water use on
water availability. The goal here is to identify the
range of perspectives on the independent influ-
ence of (a) rainfall and (b) municipal water use on
water availability.

(4) With a quantitative understanding of 3(a) and
3(b), it will be possible to compare the sensitivity
of water availability to each of the two factors,
with possible implications for decision making.

For example, if a sensitivity analysis showed that water
use was expected to grow faster than variations in exist-
ing storage related to climate, policy makers might con-
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sider managing water use. Similarly, if a sensitivity
analysis showed that reservoir storage was largely insen-
sitive to accumulated rainfall, perhaps because there was
far more rainfall than storage capacity, policy makers
might consider building new reservoirs. A sensitivity
analysis cannot determine what means and ends are
worth pursuing, but it can shed some light on the con-
nection of different means and ends.

The point of a sensitivity analysis is to identify fac-
tors that may be influenced by decision making in order
to make desired outcomes more likely than undesired
outcomes. Because the process of framing a problem (for
example, using too much water versus not having
enough water) necessarily implies some valued out-
comes, a sensitivity analysis can help make those values
explicit and demonstrate the prospects that different
policy interventions might lead to desired outcomes.

More generally, in light of the multicausal nature of
most phenomena that are of interest to policy makers
(for instance, all the factors implicated in the supply of
and demand for water in a large urban setting) and the
large uncertainties typically associated with efforts to
quantify the relationships between a particular cause
(such as the challenges associated with projecting water
supply over a period of decades) and an impact (for
example, the difficulties of understanding who will be
affected the most by water shortages and oversupply
decades in the future), one obvious approach to guiding
policy decisions is to look for areas of relative strength
in relationships between causes and impacts and focus
research to support decision making in those areas.

In a somewhat less idealized example Pielke et al.
(2000) show that in light of scientific understanding as
reported by the Intergovernmental Panel on Climate
Change, demographic and socioeconomic change will
be twenty to sixty times more important than climate
change in contributing to economic losses related to tro-
pical cyclones over the next fifty years. This sensitivity
analysis suggests that (1) even if all losses resulting from
climate change were prevented, the overall benefit
would be dwarfed by increasing losses caused by the
growth of populations and economies, and (2) research
priorities relevant to the tropical cyclone threat could
reflect those relationships by focusing on issues of pre-
paration, planning, infrastructure, development, and
resilience. The order-of-magnitude difference between
these two sources of tropical cyclone impacts strongly
suggests that more research on the sensitivity of tropical
cyclones to climate changes is not likely to change the
implications for decision making.

In another example one might consider the chan-
ging incidence and impacts of tropical diseases such as

malaria to understand how predictions of the influence of
climate change compare with other causal factors, such
as growth in resistance to antibiotics, changes in health-
care delivery systems, migration and growth of popula-
tions, and annual-to-interannual climate variability.

Goals of Sensitivity Analyses

The goal is not to predict but to provide information
about the relative sensitivity of impacts to various causal
factors. That information can enhance the bases for
effective decision making in the context of values and
ethics as well as decisions about science priorities
intended to support the generation of knowledge useful
in pursuing desired outcomes without additional reduc-
tion in or characterization of scientific uncertainty.

In a policy setting sensitivity analysis does not
attempt to resolve scientific disputes about causes of
societal impacts but to compare and assess existing
quantified predictions and observations of the multiple
causes of such impacts to identify strong causal links. As
the examples of water resources and tropical cyclones
show, a sensitivity analysis approach can lessen the per-
ceived need for reduction of uncertainty about future
behavior as a prerequisite for decision making and point
toward research avenues that can provide knowledge
that can be useful in addressing high-priority sources of
environmental change and societal vulnerability. Thus,
sensitivity analysis can be an important tool for science
policy decision makers in their attempt to enhance the
societal value of their portfolios.

ROGER A. PIELKE, JR.

SEE ALSO Science Policy.
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SEX AND GENDER

Questions about the degree to which concepts of sex
and gender influence science and engineering or are
appropriate subjects for scientific research and technolo-
gical manipulation are fundamental ethical issues. This
entry discusses those issues and describes the genesis of
the development of sex and gender discussions related
to science and technology. The focus then shifts to the
role of sex and gender in scientific knowledge and issues
of inequity and their implications.

Historical Background
Gayle Rubin (1975) described the sex and gender sys-

tem, distinguishing the biology of sex from the cultural
and social construction of gender and revealing the
male-centered social processes and practices that con-
strain and control women’s lives. Rubin extended the
implications of The Second Sex by Simone de Beauvoir
(1947), who initiated the intellectual, theoretical foun-
dations for the second wave of the women’s movement,
which itself built on the nineteenth-century first wave
and took an activist turn in the United States in the
context of protests and the civil rights movement of the
1960s. De Beauvoir provided the philosophical basis for
existentialist feminism by suggesting that women’s
“otherness” and the social construction of gender rest
on a social interpretation of biological differences (sex).

Rubin articulated the connection between biologi-
cal sex and the social construction of masculinity and
femininity that resulted in superiority being attached to
what was labeled masculine and discrimination against
what was defined as feminine across various societies.
Although the definition of the tasks, roles, and beha-
viors that were considered masculine or feminine varied
among societies, the lower status ascribed to the femi-
nine and to femininity remained consistent. Rubin’s
articulation of the operation of the sex/gender system in
a variety of contexts within a society and across societies
provoked ethical questions about unequal treatment
based on sex/gender in all arenas, including science and
technology. That explication of the sex/gender system
led to questions about whether sex/gender biases had
permeated science and engineering on a variety of
levels.

Sex and Gender in Scientific Knowledge

Inaccurate use of definitions and terms for sex and gen-
der may lead to causal links that go beyond what the
data warrant. As Londa Schiebinger (1993) documents,

human, particularly male, interest in certain anatomic
features, such as mammary glands, has even influenced
the taxonomic divisions and biological definitions of
animal species. Moreover, aware of the fluidity in biolo-
gical sex among a variety of species in the animal king-
dom, including humans, biologists have explored the
definition of biological sex and inappropriate extrapola-
tions from the simplistic binary categories of biological
male and female to the gender identities of masculine
and feminine as well as inappropriate assumptions of
their links with particular sexual orientations.

Indeed, although at the time of birth attendants
categorize newborns into the binary category of male or
female, numerous clinical examples demonstrate that
biological sex can be disaggregated into genetic, hormo-
nal, internal anatomic, and external anatomic compo-
nents. Typically a genetic male (XY) produces some tes-
tosterone prenatally that causes an undifferentiated
fetus to develop internal organs such as testes and exter-
nal structures such as the penis that normally are asso-
ciated with males. Breakdowns or changes at any level
may cause development to take a different path. For
example, individuals who are genetic males (XY) with
androgen insensitivity (testicular feminization) have
testes but have female external genitalia; individuals
with Turner’s syndrome (genetic X0) at birth have the
anatomy of females (although their genitals may remain
immature after puberty and they may or may not have
ovaries) but do not have the XX sex chromosomes asso-
ciated with “normal” females.

It once was assumed that after birth an individual
categorized as male produces increased levels of testos-
terone at puberty that lead to the development of sec-
ondary sex characteristics such as facial hair and a deep
voice, whereas a female develops breasts and begins
menstruating in the absence of testosterone and in the
presence of estrogen and progesterone. Clinical condi-
tions such as congenital adrenal hyperplasia (CAH)
demonstrated further breakdown in the uniformity of
biological sex. The absence of the enzyme C-21-hydro-
xylase in individuals with CAH results in genetic
females (XX) with female internal genitalia but male
external genitalia.

These breakdowns demonstrating that being a
genetic male does not always result in an individual
with functioning male anatomy and secondary sex char-
acteristics not only weakened the binary sex categories
of male and female but also led scientists to question
biologically deterministic models that linked the male
sex with male gender identity, male role development,
and heterosexuality. Statistical and interview data from
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the Kinsey Reports, coupled with clinical studies,
revealed difficulties with the use of binary categories
and assumptions of causality. For example, the studies of
John Money and Anke Erhardt (1972) explored so-
called ambiguous sex, or babies born with external geni-
talia “discrepant” with their sex chromosomes and
internal genitalia, that is, genetic females (XX) with
ovaries but with an elongated “penoclitoris” and genetic
males (XY) with testes and androgen insensitivity.

Many of the babies in those studies were genetic
females who had ambiguous external genitalia at birth
because their mothers had been given synthetic proges-
tins to prevent miscarriage. Money and Erhardt con-
cluded from those studies that operations and hormone
treatments that were intended to remove ambiguity
would not prevent the “normal” development of gender
identity congruent with the assignment of sex based on
the construction of external genitalia, regardless of
genetic or internal anatomic sex, as long as that reas-
signment occurred before eighteen months of age. At
the time of those studies some ethical questions were
raised about surgical attempts to construct ‘“normal,
appropriate” external genitalia, especially in the case of
male identical twins in whom an accident during cir-
cumcision resulted in the amputation of the penis in
one of the twins and the surgical reconstruction of geni-
talia for reassignment of that twin to the female sex.

Some people questioned the assumptions that
Money and Erhardt made about appropriate gender
identities and roles, such as whether exposure to andro-
gens had resulted in the higher IQ of those genetic
females and whether the parents of sexually reassigned
individuals treated them in ways that would influence
the children to develop an “appropriate” gender iden-
tity. In recent years more emphasis has been placed on
the ethics of using surgery and hormones to provide con-
formity between biological sex and socially constructed
gender roles. As adults the patients have raised ques-
tions about who made the decision to do sexual reas-
signment, who decided what was appropriate gender
identity, and in many cases why they had not been told
that those medical and psychological interventions had
been performed on them.

Described as a solution for individuals who always
felt that they were trapped in a body of the wrong sex,
transsexual surgery became popular in the 1970s to
make the socially constructed gender identity of indivi-
duals congruent with their biological sex. Although
large numbers of “dissatisfied” or “problematic cases” of
individuals who had undergone transsexual surgery sur-
faced almost immediately, realization by the broader

medical and mainstream community that sex and gen-
der are not the same and that binary categories of male
and female, as well as masculinity and femininity, may
be too limited and constraining, took longer.

John Money’s treatment of Bruce/Brenda Reimer,
as analyzed in a study by John Colapinto (2001), was
instrumental in casting doubts on Money’s social con-
structionist theories. Although the philosopher Janice
Raymond (1979) pointed out that transsexual surgery
would not be needed in a society that did not force peo-
ple to conform to constricted, dichotomous gender roles
based on their sex, not until the late 1990s did the trans-
gender movement begin. Leslie Feinberg (1996) dis-
cussed how the social construction of gender allows her
to assume a male gender role/identity without intending
to undergo transsexual surgery; Feinberg understood and
wanted to challenge the notion that biological sex
determines gender, which is a social construction.

Inequitable Access to Science and Engineering
on the Basis of Sex/Gender

Statistical data demonstrate a dearth of women in the
physical sciences and engineering, suggesting that the sex/
gender system prevents equitable access to education and
employment in science and engineering for women and
girls. The data document that legal actions in the late
1960s and early 1970s to remove the quotas (usually set at
around 7 percent) on qualified women applicants to law,
medical, and graduate schools have increased the percen-
tages to parity in most fields. The physical sciences, com-
puting, and engineering are major exceptions.

Although the number of women majoring in scienti-
fic and technological fields increased since the 1960s to
reach 49 percent in 1998, as Table 1 demonstrates, the
percentage of women in computing, the physical
sciences, and engineering remains low. The percentage of
graduate degrees in these fields earned by women is even
lower. The small number of women receiving degrees in
the sciences and engineering results in an even smaller
percentage of women faculty members in those fields: For
example, in 2000 only 19.5 percent of science and engi-
neering professors at four-year colleges and universities
were women. Qutside academia the percentage of women
in the scientific and technical workforce, which includes
the social sciences, hovered at approximately 23 percent.

The Dearth of Women and a Gendered Science
Evelyn Fox Keller (1982, 1985) explored whether the

dearth of individuals of one sex has led to the construc-
tion of a gendered science. Keller coupled work on the
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TABLE 1

Women as a Percentage of Degree Recipients in 1996 by Major Discipline and Group

National Science Foundation, pp. 119, 170, 188.

All Science
Al and Social Physical Computer
Fields Engineering Psychology Sciences Biology Sciences Geosciences Engineering Science Mathematics

Percentage of bachelor’s

degrees received by women 55.2 471 73.0 50.8 50.2 37.0 333 17.9 27.6 458
Percentage of master’s

degrees received by women 55.9 39.3 71.9 50.2 49.0 33.2 29.3 1741 26.9 40.2
Percentage of doctoral

degrees received by women 40.0 31.8 66.7 36.5 39.9 21.9 21.7 12.3 151 20.6

SoURCE: National Science Foundation. (2000). Women, Minorities, and Persons with Disabilities in Science and Engineering. Washington, DC:

history of early modern science by David Noble (1992)
and Carolyn Merchant (1979), who demonstrated that
women were excluded purposely and not permitted to
be valid “witnesses” to scientific experiments, with the-
ories of object relations for gender identity develop-
ment. Keller applied the work of Nancy Chodorow
(1978) and Dorothy Dinnerstein (1977) on women as
primary caretakers of children during gender role socia-
lization to suggest how that might lead to more men
choosing careers in science, resulting in science becom-
ing a masculine province that excludes women and
causes women to exclude themselves. Science is a mas-
culine province not only because it is populated mostly
by men but because that situation causes men to create
science and technology that reflect masculine appro-
aches, interests, and views of the world.

Biases in Research in Science and Technology

The gendered nature of science has led to biases on sev-
eral levels that are best illustrated by citing examples in
science and technology that have led to ethical
dilemmas.

EXCLUSION OF FEMALES AS EXPERIMENTAL AND
DESIGN SUBJECTS. Cardiovascular diseases are an
example of the many diseases that occur in both sexes
from which women were excluded from studies until
androcentric bias was revealed. Research protocols for
large-scale studies of cardiovascular diseases failed to
assess sex differences. Women were excluded from clini-
cal trials of drugs because of fear of litigation resulting
from possible teratogenic effects on fetuses. Exclusion of
women from clinical drug trials was so pervasive that a
meta-analysis published in September 1992 in the Jour-
nal of the American Medical Association that surveyed the
literature from 1960 to 1991 on clinical trials of medica-

tions used to treat acute myocardial infarction found
that women had been included in less than 20 percent
and the elderly in less than 40 percent of those studies
(Gurwitz, Col and Avorn 1992).

Dominance of men in engineering and the creative
design sectors may result in similar bias, especially
design and user bias. Shirley Malcom, in a personal
communication to this author, suggests that the air bag
fiasco in the U.S. auto industry is as an excellent exam-
ple of gender bias reflected in design. Female engineers
on the design team might have prevented the fiasco,
recognizing that a bag that implicitly used the larger
male body as a norm would be flawed when applied to
smaller individuals, killing rather than protecting chil-
dren and small women.

ANDROCENTRIC BIAS IN THE CHOICE AND
DEFINITION OF PROBLEMS. Some subjects that con-
cern women receive less funding and study. Failure to
include women in studies of many diseases that occur in
both sexes, such as cardiovascular disease, suggested that
women’s health had become synonymous with reproduc-
tive health. After a 1985 U.S. Public Health Service
survey recommended that the definition of women’s
health be expanded beyond reproductive health, in
1990 the General Accounting Office criticized the
National Institutes of Health (NIH) for inadequate
representation of women and minorities in federally
funded studies (Taylor 1994). This resulted in the estab-
lishment of the Women’s Health Initiative (Healy
1991), which was designed to collect baseline data and
look at interventions to prevent cardiovascular disease,
breast cancer, colorectal cancer, and osteoporosis.

Having large numbers of male engineers and crea-
tors of technologies often results in technologies that
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are useful from a male perspective in that they fail to
address important issues for women users. In addition
the military origins for the development and funding of
much technology makes its civilian application less use-
ful for women’s lives (Cockburn 1983). Men who design
technology for the home frequently focus on issues that
are less important to women users. For example, an ana-
lysis of “smart houses” reveals that those houses do not
include new technologies; instead of housework they
focus on “integration, centralised control and regulation
of all functions in the home” (Berg 1999, p. 306). As
Ruth Schwartz Cowan (1981) suggested, the improved
household technologies developed in the first half of the
twentieth century increased the amount of time house-
wives spent on housework and reduced their role from
general managers of servants, maiden aunts, grand-
mothers, children, and others to that of individuals who
worked alone doing manual labor with the aid of house-
hold appliances.

ANDROCENTRIC BIAS IN THE FORMULATION OF
SCIENTIFIC THEORIES AND METHODS. Theories and
methods that coincide with the male experience of
the world become the “objective” theories that define
the interpretation of scientific data and the use of
technology. A 1996 study that included all prospec-
tive treatment and intervention studies published in
the New England Journal of Medicine, the Journal of the
American Medical Association, and the Annals of Inter-
nal Medicine between January and June in 1990 and
1994 revealed that only 19 percent of the 1990 studies
and 24 percent of the 1994 studies reported any data
analysis by gender despite the fact that 40 percent of
the subjects were female (Charney and Morgan
1996).

Excessive focus on male research subjects and defi-
nition of cardiovascular diseases as male led to under-
diagnosis and undertreatment of those diseases in
women. A 1991 study in Massachusetts and Maryland
by John Z. Ayanian and Arnold M. Epstein demon-
strated that women were significantly less likely than
men to undergo coronary angioplasty, angiography, or
surgery when admitted to the hospital with a diagnosis
of myocardial infarction, angina, chronic ischemic heart
disease, or chest pain. A similar study (Steingart et al.
1991) revealed that women had angina before myocar-
dial infarction as frequently as and with more debilitat-
ing effects than men, yet women were referred for car-
diac catheterization only half as often.

These and other similar studies led Bernadine
Healy, a cardiologist and the first woman director of the

NIH, to characterize the diagnosis of coronary heart dis-
ease in women as the Yentl syndrome: “Once a woman
showed that she was just like a man, by having coronary
artery disease or a myocardial infarction, then she was
treated as a man should be” (Healy 1991, p. 274). The
use of the male as norm in research and diagnosis was
translated into bias in treatments for women: Women
had higher death rates from coronary bypass surgery and
angioplasty (Kelsey et al. 1993).

In equally direct ways androcentric bias has
excluded women as users of technology. The policy
decision by Secretary of Defense Les Aspin (1993) to
increase the percentage of women pilots uncovered the
gender bias in cockpit design that excluded only 10 per-
cent of male recruits by dimensions as opposed to 70
percent of women recruits. The officers initially assumed
that the technology reflected the best or only design
possible and that the goal for the percentage of women
pilots would have to be lowered and/or the number of
tall women recruits would have to be increased. That
initial reaction, representing the world viewpoint of
men, changed. When political conditions reinforced the
policy goal, a new cockpit design emerged that reduced
the minimum sitting height from 34 to 32.8 inches, thus
increasing the percentage of eligible women (Weber

1999).

Implications of the Social Construction of Gender
and of Science and Technology

Awareness and understanding of sex/gender biases raise
the fundamental question of the way in which andro-
centric biases in scientific methods and theories occur.
Should biological sex simply be termed essentialist and
set aside, leaving the body to be viewed as a “coatrack”
on which all that is cultural hangs, as suggested by Linda
Nicholson (1994)? This interpretation implies that gen-
der and all aspects of science and technology are
socially, culturally constructed and nonobjective. Can
scientists and engineers be objective? More important,
is good science objective and gender-free? Or, as the
title of Londa Schiebinger’s 1999 book asks, Has Femin-
ism Changed Science?

Most scientists, feminists, and philosophers of
science recognize that no individual can be entirely
neutral or value-free. To some “objectivity is defined to
mean independence from the value judgments of any
particular individual” (Jaggar 1983, p. 357). Scientific
paradigms also are far from value-free. The values of a
culture both in the historical past and in the present
society heavily influence the ordering of observable phe-

1756

Encyclopedia of Science, Technology, and Ethics



SEX AND GENDER

nomena into a theory. The worldview of a particular
society, time, and person limits the questions that can
be asked and thus the answers that can be given. Accep-
tance of a particular paradigm that appears to cause a
“scientific revolution” within a society may depend on
the congruence of the theory with the institutions and
beliefs of the society (Kuhn 1970).

Scholars suggest that Darwin’s theory of natural
selection ultimately was accepted by his contemporaries,
who did not accept similar theories proposed by the nat-
uralist Alfred Russel Wallace (1823-1913) and others,
because Darwin emphasized the congruence between
the values of his theory and those held by the upper
classes in Victorian Britain (Rose and Rose 1980). In
this manner Darwin’s data and theories reinforced the
social construction of both gender and class, making his
theories acceptable to the leaders of English society.

The current ideas of Darwinian feminists and fem-
inist sociobiologists such as Patricia Gowaty (1997) and
Sarah Blaffer Hrdy (1981) provide a biological explana-
tion for female-female competition, promiscuity, and
other behaviors practiced in modern society. Evolution-
ary psychologists carry this work a step further by posit-
ing biological bases for differences in the psychology of
men and women. These biological differences, such as
the ability of women to experience pregnancy, birth,
and lactation, may give women different voices in ethi-
cal experiences, as has been suggested by Sara Ruddick

(1989).

Not only what is accepted but what is studied and
how it is studied have normative features. Helen Long-
ino (1990) has explored the extent to which methods
employed by scientists can be objective (not related to
individual values) and can lead to repeatable, verifiable
results while contributing to hypotheses and theories
that are congruent with nonobjective institutions and
ideologies, such as gender, race, and class, that are
socially constructed in a society: “Background assump-
tions are the means by which contextual values and
ideology are incorporated into scientific inquiry” (Long-
ino 1990, p. 216). The lens of the sex/gender prism
reveals how the dominance of men and masculinity in
Western society has masked the androcentrism and
ethical bias of many scientific experiments, approaches,
theories, and conclusions.

SUE V. ROSSER

SEE ALSO Feminist Ethics; Homosexuality Debate; Sex
Selection.
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SEX SELECTION

Sex selection is an ancient and persistent practice. At
some times and in some places, parents have selected
the sex of their children by killing newborns or neglect-
ing babies of the undesired sex, almost always female.

In the twenty-first century, technological developments
and marketing practices are bringing new attention
to sex selection, and raising an array of new concerns
about it.

Some bioethicists and others defend sex selection
as a matter of parental choice or “procreative liberty”
(Robertson 2001). Others are highly critical, arguing
that sex selection reflects and reinforces misogyny and
gender stereotypes, undermines the wellbeing of chil-
dren by subjecting them to excessive parental disap-
pointment or expectations, and sets the groundwork for
the future accessorizing and commodifying of children.
The spread of prenatal screening for sex selection has
caused alarm because of increasingly skewed sex ratios
in some areas. Newer technologies now being used for
sex selection also raise the prospect of a high-tech “con-
sumer eugenics,” in which other traits of future children
are also chosen or “engineered.”

Contemporary Sex Selection Methods

The development during the 1970s of prenatal testing
technologies made it possible to reliably determine the
sex of a fetus developing in a woman’s womb. These pro-
cedures were initially intended to detect, and usually to
abort, fetuses with Down Syndrome and other genetic
anomalies, some of them sex-linked. But the tests were
soon being openly promoted and widely used as tools for
social sex selection, especially in South and East Asian
countries where a cultural preference for sons is wide-
spread. At the turn of the twenty-first century, prenatal
screening followed by abortion remained the most com-
mon sex selection method around the world.

However, newer methods of sex selection are also
coming into use. Unlike prenatal testing, these proce-
dures are applied either before an embryo is implanted
in a woman’s body, or before an egg is fertilized. They
do not require aborting a fetus of the “wrong” sex. In
the United States, these pre-pregnancy methods are
being promoted for social sex selection, as ways to satisfy
parental desires, and are being marketed as forms of
“family balancing” or “gender balancing.”

EMBRYO SCREENING. Preimplantation genetic diagnosis
(PGD), introduced in 1990, is an embryo screening
technique. About three days after fertilization, a single
cell is removed from each embryo in a batch that has
been created using in vitro fertilization (IVF). Techni-
cians test the cells for particular chromosomal arrange-
ments or genetic sequences; then one or more embryos
that meet the specified criteria—in the case of sex selec-
tion for a boy, those with both X and Y chromosomes—
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are implanted in a woman’s body. As a sex selection

method, PGD is fairly reliable.

Like prenatal screening, PGD was presented as a
way for parents to avoid having a child affected by cer-
tain genetic conditions (a motivation that has been
strongly questioned by disability rights activists, whether
involving prenatal tests or PGD). Before long, some
assisted reproduction practitioners and bioethicists
began suggesting that PGD should be made available to
parents who want to fulfill their wish for a boy or a girl.

As of 2005, about 2,000 children have been born
worldwide following the use of PGD, but no one knows
how many of these procedures were undertaken for
purely social sex selection reasons. In fact, the notor-
iously minimal regulatory environment for assisted
reproduction facilities means that there is no firm data
on the total number of PGD procedures conducted
worldwide, or even on the exact number of clinics offer-
ing them. The risks of PGD to women who must
undergo the hormone treatments and egg extractions
required for all IVF procedures, and to the children born
from screened embryos, are likewise unclear, both
because of the small numbers involved so far and
because of inadequate follow-up studies.

SPERM SORTING. Separating sperm that carry X chro-
mosomes from those with Y chromosomes is the basis
for a sex selection method that is less reliable, but that
can be used without in vitro fertilization. A sperm sort-
ing technique known as MicroSort® has been available
since 1995. It relies on the fact that sperm with X chro-
mosomes contain slightly more DNA than those with Y
chromosomes, and uses a process called “flow cytome-
try,” whereby X-chromosome-carrying sperm is sepa-
rated from Y-chromosome-carrying sperm. The Genetics
& IVF Institute (GIVF), the company that markets this
technology for the “prevention of X-linked diseases and
family balancing,” claims that as of 2004, about 500
babies had been born after MicroSort® procedures. The
company claims success rates of 88 percent for girls and
73 percent for boys. It reports that about 15 percent of
its customers say they are trying to avoid the birth of a
child who has inherited a sex-linked disease from the
parents; the rest just want a boy or a girl.

Sex Selection as a Global Issue

In 1992 Nobel Prize-winning economist Amartya Sen
(b. 1933) estimated the number of “missing women”
worldwide—Ilost to neglect, infanticide, and sex-specific
abortions—at one hundred million. Similarly shocking
figures were confirmed by others. In areas of the world

where sex-selection is most widespread, sex ratios are
becoming increasingly skewed. In parts of India, for
example, the sex ratio of young children is as low as 766
girls per 1,000 boys.

Some observers in the global North who express
distress about the pervasiveness of sex-selective abor-
tions in South and East Asia are untroubled by sex
selection in countries without strong traditions of son
preference. But politically and ethically, this double
standard rests on shaky grounds.

As women’s rights and human rights groups point
out, an increased use and acceptance of sex selection in
the United States would legitimize its practice in other
countries, and undermines efforts there to oppose it. A
2001 report in Fortune magazine recognized this
dynamic, noting that “[it] is hard to overstate the out-
rage and indignation that MicroSort® prompts in peo-
ple who spend their lives trying to improve women’s lot

overseas” (Wadman 2001).

In addition, large numbers of South Asians now live
in European and North American countries, and sex
selection ads in publications including India Abroad and
the North American edition of Indian Express have spe-
cifically targeted them (Sachs 2001). South Asian fem-
inists point to numerous ways in which sex selection
reinforces and exacerbates misogyny, including violence
against women who fail to give birth to boys.

SOCIAL SEX SELECTION AS CONSUMER CHOICE AND
COMMERCIAL ENTERPRISE. In North America and
Europe, sex selection seems driven less by preference for
boys than by a consumer ideology of “choice.” In fact,
anecdotal evidence suggests that of North Americans
trying to determine the sex of their next child, many are
women who want daughters.

However, a preference for girls does not necessarily
mean that sex selection and sexism are unrelated. One
study found that 81 percent of women and 94 percent of
men who say they would use sex selection would want
their firstborn to be a boy. Another concern is whether
sex selection will reinforce gender stereotyping. Parents
who invest large amounts of money and effort in order
to “get a girl” are likely to have a particular kind of girl
in mind.

The new sex selection methods have also been cri-
ticized as a gateway to consumer eugenics, both by pub-
lic interest groups and by some practitioners in the
assisted reproduction field. When the American Society
for Reproductive Medicine seemed to endorse using
PGD for social sex selection, the New York Times
reported that this “stunned many leading fertility spe-
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cialists.” One fertility doctor asked, “What’s the next
step! As we learn more about genetics, do we reject kids
who do not have superior intelligence or who don’t have
the right color hair or eyes?” (Kolata 2001).

Such concerns are exacerbated by the recognition
that social sex selection constitutes a potential new
profit center for the assisted reproduction industry. It
would open up a large new market niche of people who
are healthy and fertile, but who nonetheless could be
encouraged to sign up for fertility treatments. Since
about 2003, several assisted reproduction facilities have
begun aggressively going after that market, running ads
for social sex selection on the Internet, on radio, and in
mainstream publications including the New York Times
and the in-flight magazines of several airlines. If the par-
ents of 5 percent of the four million babies born each
year in the United States were to use MicroSort® sperm
sorting at the current rate of $7,500 each, annual reven-

ues would be $1.5 billion.

PROSPECTS FOR POLITICAL AND POLICY ENGAGEMENT.
In India women’s rights groups have long been at
the forefront of efforts to enact laws prohibiting sex-
selective abortion. As early as 1986 the Forum Against
Sex Determination and Sex Pre-Selection began a cam-
paign to enact legislation to regulate the misuse of
embryo screening technology. Though laws have been
on the books in India since 1994, they are often not
enforced. China banned “non-medical” sex selection in
2004. The Council of Europe’s 1997 Convention on
Human Rights and Biomedicine also prohibits it, as do a
number of European countries including the United
Kingdom and Germany, with no adverse impact on the
availability or legality of abortion. In 2004 Canada
passed comprehensive legislation regulating assisted
reproduction that includes a ban on sex selection. The
United States currently has no federal regulation of sex
selection.

In many parts of the world, even feminists who are
deeply uneasy about sex selection have been reluctant
to challenge it out of fear that to do so would threaten
abortion rights. However, the emergence of pre-preg-
nancy sex selection methods makes it easier to consider
sex selection apart from abortion politics, and may
encourage new political and policy thinking about it.

MARCY DARNOVSKY
SUJATHA JESUDASON
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SHELLEY, MARY
WOLLSTONECRAFT

Mary Wollstonecraft Godwin Shelley (1797-1851),
author of Frankenstein (1818), often considered the first
science fiction novel and source of the universal modern
image of science gone awry, was born in London on
August 30 and died there on February 1. Her father,
William Godwin (1756-1836), to whom Frankenstein is
dedicated, was an important liberal reformer now best
known for An Enquiry Concerning Political Justice, and Its
Influence on General Virtue and Happiness (1793). Her
mother, Mary Wollstonecraft (1759-1797), who died
four days after her daughter’s birth, was an important
early feminist now best known for A Vindication of the
Rights of Woman (1792). In 1814 young Mary eloped to
the European Continent with Percy Bysshe Shelley
(1792-1822), considered one of the greatest Romantic
poets. Two years later, having already produced two
children and begun Frankenstein, Mary married Percy
after the suicide of his first wife. They had four children
before Percy drowned, but only Percy Florence survived
into adulthood. Mary never remarried, devoting herself
to motherhood, writing, and editing her husband’s
works.

Mary treated science less as a solution to practical
problems or an intellectual discipline than as a means to
“afford a point of view to the imagination for the deli-
neating of human passions more comprehensive and
commanding than any which the ordinary relations of
existing events can yield” (Shelley 1969, p. 13) Her
consistent philosophical position, expressed in science
fictions, historical romances, travel books, and essays,
was staunchly democratic, based on her belief that while
genius must be encouraged, when the discoveries of gen-
ius impinge on others, there must be responsibility to
the wider community. Frankenstein’s murderous mon-
ster represents the escape of untempered genius into the
world.

Her novel The Last Man (1826) is the first in Eng-
lish of the subgenre of works that imagine a global cata-

R s R

Mary Wollstonecraft Shelley, 1797-1851. Shelley is best known for
her novel Frankenstein; or, The Modern Prometheus, which has
transcended the Gothic and horror genres and is now recognized as a
work of philosophical and psychological resonance. (Source
unknown.)

strophe. In this case the Percy-like protagonist, Lionel
Verney, moves from England to a progressively depopu-
lated Europe, apparently the only human with a natural
immunity to a new plague. In this situation science is
encouraged to tame rampant Nature. Soon after the
deaths begin, a character remarks to Verney that should
“this last but twelve months ... earth will become a
Paradise. The energies of man were before directed to
the destruction of his species: they now aim at its libera-

tion and preservation” (Shelley 1965, p. 159).

Science always raises social and moral problems in
Mary Shelley’s writing. In her philosophical satire
“Roger Dodsworth: The Reanimated Englishman”
(1826), the fact that someone is brought back from fro-
zen suspended animation to live out a 209 year life span,
raises fundamental questions of authenticity. Was he
alive while frozen? Is his even one life?

In her fiction Mary Shelley consistently articulates
ethical issues related to science and technology that
have since become major themes of public discussion.

In Percy Bysshe Shelley’s poem “Queen Mab” (1813),
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we see the cleft stick implicit in the progress of science:
“Power, like a desolating pestilence, / Pollutes whate’er
it touches; and [yet] obedience, / Bane of all genius, vir-
tue, freedom, truth, / Makes slaves of men, and, of the
human frame, / A mechanized automaton.” Mary Shel-
ley contributes to ethical thinking about science and
technology by calling on society to consider how the
power of scientific genius might be limited by the moral
claims of the human community. Mary Shelley asks
humans, by pursuing science within a community, to do
better than they—and her characters—have.

ERIC S. RABKIN
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SHINTO PERSPECTIVES

The indigenous religion of Japan, Shinto describes
human existence much like the popular singer, Sting: as
spirituality in the material world. This worldview is the
foundation of Japanese civilization and has endured and
adapted for centuries. While Shintd recognizes spirit
over materiality as the basis of life, it shares something
compelling with the perspective of science: the human
propensity to identify that which is most powerful in
nature and to harness that power for a comfortable and
happy human life. Both are able to channel the raw
potential of nature toward specific human aims on all
levels of society, from the domestic to the national, and
both regulate human control over nature through ethi-
cal standards that rely on an unquestioning belief in the
value system upon which they are built.

Traditional Teachings

Some of the earliest forms of science and religion sought
to answer the question of the origins of living things.

Practitioners of both looked to the sun for clues and
based their theories and myths on its primordial role in
sustaining life on Earth. The sun is the most reliable
source of technology. It regulates time. Its proximity to
the Earth allows life to flourish. The sun is the gravita-
tional center of the solar system and causes all the pla-
nets to orbit it in precise yearly progressions. Hence
many ancient cultures regarded the sun as a great celes-
tial king, embodied as a human sovereign on earth.

Shinto, similarly, reveres the sun as the source of all
forms of power in the world, both divine and temporal,
and as the animating life force behind objective reality.
The ancient Japanese personified the sun as a goddess,
Amaterasu, who provided life-sustaining technologies—
the cultivation of rice and wheat, the knowledge of har-
vesting silk from silkworms, and the invention of weav-
ing. The goddess also allowed her grandson, Jimmu
Tenno, to incarnate as the first historical mikado
(emperor) of Japan. His descent to the sacred Japanese
islands in 660 B.C.E. began an unbroken line in a divine
solar dynasty. The mikado’s chief role was to administer
the life-giving force of the sun and its associated tech-
nologies within the conduct of Japanese life and ethics.

Shinto acknowledges the connection between fun-
damental natural processes, such as the live-giving,
maintaining, and destructive nature of the sun, and the
smooth function of human life lived in harmony with
them. Nature is tangible power. Certain natural occur-
rences and objects possess more potency than others,
such as the celestial bodies, mountains, rivers, fields,
oceans, rain, and wind. These centralized embodiments
of natural power, including also special people such as
heroes and leaders, were divinized as kami (nature spir-
its) and worshipped.

Nature is very delicate; it can be disrupted easily.
Of all living creatures, human beings have the unique
propensity to consciously become disjointed from the
balanced flow of nature. Its creative and destructive
powers (musubi) and those objects (kami), both active
and inert, that harness it rest on a fragile hinge. If nat-
ure’s power is unleashed without a conduit, its destruc-
tive force can inhibit human happiness and survival. If
the objects that house nature’s power become contami-
nated, the creative functions of life stall or halt. The
ancient Japanese regarded such obstructions as pollution
(tsumi), overcome only through ritual ablution and lus-
tration (misogi harai), likened to the polishing of tarn-
ished silver. To overcome obstructions to nature’s inher-
ent balance caused by pollution, Shintd presents a
threefold solution: conscious invocation of the power
within a kami, ritual cleansing as the manner in which

1762

Encyclopedia of Science, Technology, and Ethics



SHINTO PERSPECTIVES

9len uoswoyl G00¢O
sjuasaype ou 0} uoleindod biS _H_
sjualaype jo suoljeindod |lewg _H_
Ssjualaype uoljiw 001 ueyl sioN [

ojuys

1763

Encyclopedia of Science, Technology, and Ethics



SHINTO PERSPECTIVES

to remove the pollution, and ethical conduct to prevent
such pollution in the first place.

The Shinto tradition of the divine emperor
together with the living presence of kami relies on the
complete integration of politics, science, and religion,
with Shintd, the shen (spirit) tao (the way of), as the
unbroken thread connecting these three societal divi-
sions. Even after shogun temporal authority resigned the
tenno, the heavenly god-king, to symbolic status, the divi-
nity of the emperor remained powerful in the cultural
mind of Japan. The emperor would always be regarded
as the true ruler of Japan, so much so that the tradition
was reinstituted in 1868, ending the feudal rule of the
shogun and beginning the taikyo (great teaching) move-
ment of 1870 to 1884.

Modern Shinto
The Great Teaching Movement (1870-1884) brought

Shinté into the modern world in the same manner as
many other neoreligious and political movements—in
the guise of an ancient tradition. Even though the divi-
nity of the emperor was considered the basis of all civic
and devotional duty, the ideology of the modern Wes-
tern nation-state was beginning to take shape in Japan.
Shinté became synonymous with the Japanese nation.
The notion that Shintd, specifically with its concept of
the divine emperor, was the exclusive religion of Japan
made the Japanese a unique race, a belief successfully
promoted through the national education system. It

remained Japan’s guiding ethos until the end of World
War II.

Japan’s entrance into the modern world involved
much more than the reassertion of traditional values in
a foreign governmental model. For the first time, Japan
was exposed to Western technology, which led to its
own industrial revolution beginning in the nineteenth
century. At the same time that Japan was adopting new
technologies, the emperor was restored to temporal
power—achieving the modern-ancient blend that char-
acterizes all non-Western nation-states.

Before Japan’s contact with the West, Shinto did
not have a code of ethics comparable to those of Wes-
tern religions. Humans were regarded as fundamentally
good because positive forces of nature, the gods, had cre-
ated them. There is no original sin in Shintd. Salvation
is deliverance from the troubles of the world, which
often means the malfunction of the world. Evil is simply
the lack of harmony between spirit and matter, which
can be restored through ritual appeasement of the dis-
turbed kami. Ethics based on the strict division between

good and evil did not emerge in Shintd until the seven-
teenth century with the influence of Confucian dualism
expressed in the war code of Bushido. The samurai who
followed this code contributed the qualities of loyalty,
gratitude, courage, justice, truthfulness, politeness,
reserve, and honor to Shintd’s system of natural ethics.
From the Confucian Teachings of Kogzi, Shinto
acquired its three central insignia: the mirror to symbo-
lize wisdom, the sword to symbolize courage, and the
jewel to symbolize benevolence.

By the 1890s observance of Shintd’s reverence to
the emperor became the secular obligation of every
Japanese citizen and not a matter of personal piety. As a
result, a threefold code of ethics distinguished Japan’s
national identity: loyalty to the country; harmony
within the family; and, by extension, harmony within
society as a whole through modesty, fraternity, and
intellectual development. After World War II, Shinto
influence was no longer part of the Japanese national
identity because the post-war constitution provided for
strict separation of religion and state. There is no offi-
cial government support for Shintd in early twenty-first
century Japan.

Contemporary Issues

Shinto beliefs continue to undergird Japanese popular
culture, particularly in its relation to technology, a field
that Japan has dominated since the end of World War
II. Because Shintd recognizes an unseen force behind
the machinery of the world, its application to the
numerous human-made devices that provide conve-
niences to humankind is obvious. The most notable
example of Shintd’s interaction with modern technol-
ogy was in connection with the Apollo 11 moon mis-
sion. Before the launch of Apollo 11, Shintd purifica-
tion rites were offered to placate a potentially restive
kami, the moon-brother of the sun, Amaterasu. The
rites aimed to secure two goals: to avert the imbalance
of the moon’s natural rhythms affected by human-made
machinery landing on its virgin soil, and to assure a suc-
cessful journey for the spacecraft and its crew.

In the early-twenty-first century, the Japanese
increasingly rely on machines to make life easier. How-
ever many unseen factors can cause mechanical mal-
function. With computer viruses and their consequences
rampant, Japanese high-tech businesses often invoke
the favor of Shinté kami to prevent the damage caused
by hackers. The nation’s computer network sustains
35,000 cyber attacks each month and many companies
believe that antiviral software will not solve the pro-
blem. From playing a role in the development of tech-
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nology and the resolution of its associated problems to
averting domestic disharmony by presiding over wed-
ding unions, Shintd continues to maintain the spirit
behind the material world.

KATHERINE J. KOMENDA POOLE

SEE ALSO Enwironmental Ethics; Japanese Perspectives.
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SHIPS

Ships were invented before the beginning of recorded
history. The Egyptians developed true sails by 3500
B.C.E., and the first sail-only boats were being used by
2000 B.C.E. For almost 4,000 years the leading technolo-
gical developments involved refinements in sails and
the design of larger and more powerful ships. The nine-
teenth century brought the development of steam
power; after that time ships driven by electricity, fossil
fuels, and even nuclear energy were developed.

Humans have used ships in warfare for almost the
entire period of their development, first as a means of
transporting soldiers and supplies, later as tactical vehi-
cles for raids and looting expeditions, and then for stra-
tegic control of the seas. During the cold war era
nuclear-equipped ships and submarines that were dis-
persed across the oceans to render them less vulnerable
played a significant role in the nuclear deterrence strat-
egy known as mutually assured destruction (Till 1984).

Today, in a world where loose aggregations of terrorist
organizations are considered the enemy, the role of a
navy is being redefined again in light of incidents such

as the 2000 suicide attack on the U.S.S. Cole by men in
a small, innocuous motorboat packed with explosives.

Commerce

Throughout history ships have served as unifying forces,
promoting multilateralism and diversity
through trade. However, ships also were used as tools of
colonialism and exploitation. Some analysts have
observed that the more contact Europeans made with
African culture, the more contempt they manifested
and the more violence they committed (Scammell
1995). Ships also served as unwitting vectors of diseases
such as smallpox, which decimated the native popula-
tion of the Americas. Chartered shipping companies
often acted as proxies of government, carrying out poli-
cies of ruthless exploitation that went well beyond what
governments could do in the face of public opinion
(Jackson and Williamson).

cultural

Safety

The most common type of ship collision involves two
ships heading toward each other on a course that would
lead them to pass each other without incident. At the
last moment one of the ships turns into and collides
with the other. These accidents always involve a classic
misinterpretation of visual data: The captain of one ship
assumes that the other ship is going away from his or her
vessel and is turning to set a course landward of the first

ship (Perrow 1984).

Technology, usually improperly used, can make
captains complacent and careless. Studies of ship
groundings have revealed that officers did not take
soundings even though they knew they were in shoal
water, failed to monitor the tide and current, did not
keep a proper record of bearings, did not recheck the
radar, and failed to adjust a magnetic compass, which in
one disastrous case deviated 20 percent from true north

(Moody 1948).

Design Issues

Huge ships, like skyscrapers, present safety issues that
are implicit in their design. “[Lluxury passenger liners
constitute the most serious fire risk afloat. Superimpose
a hotel, a cinema, and a pleasure pier onto a very large
cargo vessel...” with all of the possibilities for chaos

that would entail (Sullivan 1943).
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After the Titanic disaster in 1912 it was revealed
that the ship did not carry enough lifeboats to accom-
modate every passenger and crew member. The Titanic
had twenty boats that could carry only a third of its total
passenger and crew capacity (Jim’s Titanic Website
2004). When the Andrea Doria sank in 1956, it listed an
angle greater than that envisioned by the designers, and
so the lifeboats on the uphill (port) side could not be
launched (“Andrea Doria: The Life Boats” 2004).

The Environment

Ships have a significant environmental impact. They
act as a vector for invasive species such as hydrilla weed
and zebra mussels, which arrive attached to a ship’s hull
or in the ballast and are released into local environ-
ment, where they drive out native species. Ships some-
times accidentally hit and damage fragile coral reefs
such as those in Pennekamp State Park, Florida, and
marine mammals such as whales, dolphins, and mana-
tees frequently are maimed or killed after colliding with
ships’ propellers.

The public consciousness long retains the names of
ill-fated oil tankers that dump their cargoes into the
marine environment. On the evening of March 23,
1989, the Exxon Valdex, as a result of navigational
errors, grounded in Prince William Sound, Alaska, with
more than 53 million gallons of oil aboard. Approxi-
mately 11 million gallons of oil were spilled, resulting in
the deaths of 250,000 seabirds, 2,800 sea otters, 300 har-
bor seals, 250 bald eagles, up to 22 killer whales, and bil-
lions of salmon and herring eggs (Exxon Valdez Oil
Spill Trustees Council 2004).

However, the quiet dumping of engine oil during
normal operations accounts for a majority of the oil that
pollutes marine environments (Boczek 1992). A variety
of treaties provide an international regime that governs
dumping and oil spills. Those treaties include the Uni-
ted Nations Convention on the Law of the Sea, four
1958 Geneva conventions, the 1969 Brussels Conven-
tion passed in response to the Torrey Canyon disaster,
another 1969 Convention on Civil Liability for oil
spills, and a December 1988 annex to the Marpol agree-
ment that established strict controls over garbage dispo-

sal from ships at sea (Boczek 1992).

Dangerous cargoes sometimes explode in port, as
occurred in the July 17, 1944, incident in Port Chicago,
California, when a Pacific-bound navy ship being
loaded with explosives by a work crew consisting mostly
of black sailors exploded, killing 320 men. Concerned
about another explosion, 258 black sailors refused an

order to load ammunition on another ship and were
court-martialed (“A Chronology of African-American
Military Service” 2004). Later large-scale peacetime
ship explosions include the April 16, 1947, explosion of
the S.S. Grandcamp at the pier in Texas City, Texas,
killing 576 people (Galvan 2004), and the May 26,
1954, explosion aboard the carrier U.S.S. Bennington at
sea, which killed 100 sailors (Hauser 1954).

Status of Seafarers

Contrary to popular belief as reflected in movies such as
Ben Hur, most oared ships in antiquity were not oper-
ated by slaves. Citizen rowers were less expensive
because they were paid only when aboard ship and their
deaths did not cost the state anything. However, Athens
turned to the use of slaves at a point in the Peloponne-
sian War when it ran out of available citizens (Casson

1994).

In 1598 the chronicler Hakluyt wrote of sailors:
“No kinde of man of any profession in the common-
wealth passe their yeres in so great and continuall
hazard ... and ... of so many so few grow to gray haires”
(quoted in Scammell 1995, p. 131). Sailors faced a high
mortality rate from disease, accidents, and combat.
Unable to recruit enough sailors, the British govern-
ment began the impressment, and essentially enslave-
ment, of unwilling agricultural and industrial workers in
the 1500s, a policy that would continue for almost three
centuries (Scammell 1995). However, the sea was one
of the few careers that allowed people of humble rank to
move up to positions of status and power (Scammell
1995). A significant path out of the working class was
blazed by engineers (Dixon 1996).

Today the lives of itinerant seamen on cargo ships
are still dangerous, grindingly hard, and poorly compen-
sated (Kummerman and Jacquinet 1979).

JONATHAN WALLACE
ELIZABETH C. McNIE
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SIERRA CLUB

The Sierra Club is one of the leading non-governmental
organizations that influence science, technology, and
ethics relations from the environmental perspective.

Origins

The oldest environmental organization in the United
States, the Sierra Club was founded in 1892 by a Scots-
man, John Muir (1838-1914), who did not become a
U.S. citizen until 1903. By 1892, however, he was
already known to presidents and writers (including
Ralph Waldo Emerson (1803-1882) as one of the coun-
try’s most passionate advocates for the protection of
wilderness.

Muir arrived in San Francisco, California, from
Wisconsin in 1868 and headed to Yosemite Valley in
the Sierra Nevada Mountains, which the avid outdoors-
man had read about in a magazine. He spent the next
seven years there, exploring, collecting plants, writing
about his discoveries, and urging others to visit the high
country. Those writings helped convince President Ben-
jamin Harrison to create the Yosemite National Park in
1890.

In 1892 Muir became the first president of The
Sierra Club, an association whose purpose as listed in
its Articles of Incorporation was “To explore, enjoy,
and render accessible the mountain regions of the
Pacific Coast; to publish authentic information con-
cerning them; and to enlist the support and coopera-
tion of the people and government in preserving the
forests and other natural features of the Sierra Nevada
Mountains.”

The Sierra Club-sponsored hiking and camping
outings, called High Trips, that were fun but also meant
to make members aware of and articulate about the pre-
servation challenges facing the Sierra Nevadas. The
education of such activists was important, for almost as
soon as Yosemite National Park was established, efforts
began to shrink it, strip it of federal protection, build a

private railroad through it, and drown its beautiful
Hetch Hetchy Valley behind a dam.

The park was shrunk and the proposal to build the
dam passed in 1913, but all these fights—and especially
the tragedy of the Hetch Hetchy defeat—helped trans-
form the Sierra Club from a politically naive hiking club
into a formidable and politically astute environmental
organization. Its leaders now understood how the gov-
ernment worked and how important it was to win over
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public opinion to its causes. Outings and conservation
were still integral to the Sierra Club, but so was political
clout.

Contemporary Work

In the early twenty-first century, the Sierra Club is
headquartered in San Francisco. With more than
750,000 members, it has lobbyists in Washington, DC,
and a nationwide volunteer grassroots network striving
to influence public policy on a variety of environmental
issues.

Over the years, the club focus widened as environ-
mental threats increased. Air and water pollution, urban
sprawl, unsustainable logging, and the promotion of
renewable energy—in addition to the protection of
wilderness areas such as those in Yosemite—have
emerged as some of the organization’s top priorities. In
recent years scientific pursuits in the areas of biotech-
nology—particularly as this new science relates to
genetically modified organisms in agriculture and for-
estry—have been challenged by the club.

With regard to genetically engineered organisms,
the club subscribes to a hard version of the Precaution-
ary Principle and calls for a moratorium on the planting
of all genetically engineered crops and the release of all
genetically engineered organisms (GEOs) into the
environment. It urges that where there are safer alterna-
tives to the use of GEOs, these technologies should be
given preference. On this topic the Sierra Club repre-
sents citizen science in action. Its biotechnology com-
mittee is all-volunteer. Some of its members are scien-
tists but others are merely concerned citizens, worried
about an unproven technology, who have researched
the issue and feel compelled to act. Sierra Club commit-
tees make recommendations to the board of directors,
which then formulates the club’s official stand.

In the areas of energy conservation and renewables,
the Sierra Club advocates for public transportation sys-
tems, energy efficient buildings and fuel efficient auto-
mobiles, and the use of renewable energy sources such as
solar, wind, and geothermal power. The club has urged
the U.S. Congress to provide for the expenditure of at
least 2 billion dollars per year for at least five years for
federal research and development—with emphasis on
geothermal, solar, and fusion power; energy conserva-
tion and more efficient utilization of energy; and strip-
mining reclamation. In 2001, when the U.S. govern-
ment announced an energy plan that privileged oil, gas,
and nuclear power interests, the Sierra Club sued to gain

access to Vice President Dick Cheney’s notes of meet-
ings in which the energy policy was developed.

Following founder John Muir’s statement that
“Everybody needs beauty as well as bread, places to play
in and pray in, where nature may heal and give strength
to body and soul alike” (Muir 1912, p. 260), the Sierra
Club has made an effort to broaden its preservation
ethic to include what have come to be called environ-
mental justice issues. Whether it is the threat to the Gwi-
chin people’s subsistence hunting from drilling in the
Arctic National Wildlife Refuge or dioxin-spewing
power plants in poor neighborhoods of Detroit or San
Francisco, the Sierra Club attempts to reach out to com-
munities not usually associated with the environmental
movement and assist them in their struggles.

In the early 2000s the Sierra Club continues to pro-
mote outings, where hikers can explore and enjoy the
wild places of the earth. But in a political and corporate
environment that increasingly compromises the quality
of water, air, and soil in pursuit of economic gain, orga-
nizations such as the Sierra Club have become essential
advocates for the responsible use of the earth’s ecosys-
tems and resources. The Sierra Club’s catalog of coffee
table nature books and environmental literature can be
accessed at http://www.sierraclub.org/books.

MARILYN BERLIN SNELL
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SIMON, HERBERT A.

Herbert Alexander Simon (1916-2001) was born in

Milwaukee, Wisconsin, on June 15. He received his
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Herbert Simon, 1916-2001. The study of decision-making behavior,
especially in large organizations, led Simon to develop new theories
in economics, psychology, business administration, and other fields.
He was awarded the Nobel Prize in economics in 1978. He was also
the first social scientist elected to the National Academy of

Sciences. (AP/Wide World Photos.)

Ph.D. in political science from the University of Chi-
cago in 1943, and taught at the Illinois Institute of
Technology (1942-1949) before going to Carnegie Mel-
lon University in 1949, where he remained until his
death on February 9. Simon received major awards from
many scientific communities, including the A.M. Tur-
ing Award (with Allen Newell; 1975), the Nobel Prize
in Economics (1978), and the National Medal of
Science (1986). During his career, Simon also served on
the National Academy of Science’s Committee on
Science and Public Policy and as a member of the Presi-
dent’s Science Advisory Committee. Simon made
important contributions to economics, psychology, poli-
tical science, sociology, administrative theory, public
administration, organization theory, cognitive science,
computer science, and philosophy. His best known
books include Administrative Behavior (1947), Organiza-
tions (with James G. March 1958), The Sciences of the
Artificial (1969), Human Problem Solving (with Newell
1972), and his autobiography, Models of My Life (1991).
Having advanced the scientific analysis of decision-

making, Simon’s thought also has evident implications
for bringing ethics to bear on science and technology.

A New Theory of Decision-Making

Decision-making was the core of Simon’s work. It was
the heart of his dissertation, later published as Adminis-
trative Behavior, and it became the basis of his other con-
tributions to organization theory, economics, psychol-
ogy, and computer science. Decision-making, as Simon
saw it, is purposeful, yet not rational, because rational
decision-making would involve a complete specification
of all possible outcomes conditional on possible actions
in order to choose the single best among alternative pos-
sible actions. In challenging neoclassical economics,
Simon found that such complex calculation is not possi-
ble. As a result, Simon wanted to replace the economic
assumption of global rationality with an assumption that
was more in correspondence with how humans actually
make decisions, their computational limitations, and
how they access information in a current environment
(Simon 1955), thereby introducing the concepts of
bounded rationality and satisficing.

Satisficing is the idea that decision makers interpret
outcomes as either satisfactory or unsatisfactory, with an
aspiration level constituting the boundary between the
two. In neoclassical rational choice theory decision
makers would list all possible outcomes evaluated in
terms of their expected utilities, and then chose the one
that is rational and maximizes utility. According to
Simon’s model, decision makers face only two possible
outcomes, and look for a satisfying solution, continuing
to search only until they have found a solution that is
good enough. The ideas of bounded rationality and
satisficing became important for subsequent develop-
ments in economics.

Simon used this view of decision-making to create
(together with March and Harold Guetzkow) a proposi-
tional inventory of organization theory, which led to
the book Organizations (1958). The book was intended
to provide the inventory of knowledge of the (then
almost nonexistent) field of organization theory, and
also a more proactive role in defining the field. Results
and insights from studies of organizations in political
science, sociology, economics, and social psychology
were summarized and codified. The book expanded and
elaborated ideas on behavioral decision-making, search
and aspiration levels, and the significance of organiza-
tions as social institutions in society. “The basic features
of organization structure and function,” March and
Simon wrote,
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derive from the characteristics of rational human
choice. Because of the limits of human intellec-
tive capacities in comparison with the complex-
ities of the problems that individuals and organi-
zations face, rational behavior calls for simplified
models that capture the main features of a pro-
blem without capturing all its complexities.”

(p- 151)

The book is now considered a classic and pioneering
work in organization theory.

Interdisciplinary Contributions

Simon also incorporated these views into his contribu-
tions to psychology, computer science, and artificial
intelligence. For example, in his work with Newell,
Simon attempted to develop a general theory of human
problem solving that conceptualized both humans and
computers as symbolic information processing systems
(Newell and Simon 1972). Their theory was built
around the concept of an information processing system,
defined by the existence of symbols, elements of which
are connected by relations into structures of symbols.
The book became as influential in cognitive science and
artificial intelligence as Simon’s earlier work had been
in economics and organization theory.

During his amazingly productive intellectual life,
Simon worked on many projects, yet essentially pursued
one vision—understanding how human beings make
decisions. He contributed significantly to many scienti-
fic disciplines, yet found scientific boundaries them-
selves to be less important, even unimportant, vis-d-vis
solving the questions he was working on. Even as Simon
sought to develop the idea that one could simulate the
psychological process of thinking, he tied his interest in
economics and decision-making closely to computer
science and psychology. He used computer science to
model human problem solving in a way that was consis-
tent with his approach to rationality. He implemented
his early ideas of bounded rationality and means—ends
analysis into the heart of his work on artificial
intelligence.

MIE-SOPHIA AUGIER
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An economist who brought reams of evidence to bear
against the conventional wisdom about the dangers of
population growth and resource consumption, Julian
Lincoln Simon (1932-1998) was born in Newark, New
Jersey, on February 12; he attended Harvard University.
After service in the Navy and work in advertising,
Simon earned an MBA in 1959 and a Ph.D. in business
economics in 1961, both from the University of Chi-
cago. Although initially adopting the conventional
Malthusian view that rapid population growth was a pri-
mary obstacle to economic prosperity in both the devel-
oped and developing worlds, his own research soon con-
vinced him otherwise. Instead, science and technology,
products of inexhaustible human ingenuity, have
improved human welfare in nearly every measurable
way and will continue to do so indefinitely into the
future. He served as professor of business administration
at the University of Maryland and distinguished senior
fellow at the libertarian Cato Institute until his death
from a heart attack in Maryland on February 8.

Against the Doomsayers

Simon had been fairly successful in the business and
marketing fields during the mid-1960s. He operated a
mail-order firm that was so lucrative he wrote the popu-
lar How to Start and Operate a Mail-Order Business
(1965). But economic research led him to become criti-
cal of the grim Malthusian outlook on resource use and
population growth popularized by Paul Ehrlich’s The
Population Bomb (1968) and The End of Affluence
(1974), which argued that population growth was threa-
tening human and environmental health. Simon replied
that data from economists such as Simon Kuznets
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FIGURE 1

Infant Mortality Rate, Total and hy Race, United States,
1915-1989
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(1901-1985) and Richard Easterlin (b. 1926) showed
there was no general negative correlation between
population growth and living standards (Regis 1997).

Simon began his much maligned public crusade
against the conventional wisdom “doomsayers” with a
1980 article in Science, which declared that false bad
news about resources, population, and the environment
was being widely published in the face of contrary evi-
dence. Tellingly, the article was written in the form of a
statement followed by facts, because Simon believed
that sound science revealed unequivocal facts about the
state of the world. As he wrote in the preface to The
Ultimate Resource 2 (1996), “Indeed, the facts and my
new conclusions about population economics altered
my wider set of beliefs, rather than the converse” (p.
xxxi). Here he implies that his adversaries are poor
scientists because they allow preconceptions to trump
empirical evidence. His major books and articles elabor-
ating a positive view of the state of humanity are notor-
iously crammed with trend data in hopes that the
weight of the facts will persuade readers of the doom-
sayers’ errors.

Two trends that he saw as most convincing are
declines in infant mortality and rises in life expectancy
(see Figures 1 and 2). He also presented data on decreas-
ing pollution, rising agricultural productivity, increasing
standards of living, and the declining prices of natural
resources and commodities. All of these figures detail

the overarching story of human progress and affluence
made possible by the ultimate resource, the human
mind. Indeed, his central premise was that human inge-
nuity is boundless, creating unlimited resources to “free

humanity from the bonds in which nature has kept us
shackled” (Simon 1995, p. 23).

The Dialectic of Scarcity and Abundance

For Simon, the problems of scarcity and the achieve-
ments of abundance are not so much fundamental oppo-
sites as they are different moments in an ongoing
process.

The process goes like this: More people and
increased income cause problems in the short run.
These problems present opportunity, and prompt
the search for solutions. In a free society, solutions
are eventually found, though many people fail
along the way at cost to themselves. In the long
run the new developments leave us better off than
if the problems had not arisen. [Indeed, human
beings now have in their hands] the technology
to feed, clothe, and supply energy to an ever-
growing population for the next seven billion
years. (Myers and Simon 1994, p. 65).

The evident hyperbole of this rhetoric should not
be used to portray Simon as a Pollyanna. Problems do
arise, people are harmed, and people often fail in trying
to solve them. But the larger perspective reveals that
the process produces ultimate benefits for human wel-
fare, which Simon insists are best measured by long-run
trends. There is a sense of theodicy in Simon’s vision.

With regard to long-run measurements, absolute
trends comparing present and past states of affairs are
more important than relative trends comparing two
contemporary variables. Simon also argues that broad
aggregate measures should emphasize effects on people
rather than phenomena themselves. For example, he
measures life expectancy rather than occurrences of
AIDS, or agricultural productivity rather than global
warming.

Moreover, the dialectic between scarcity prediction
and abundance production highlights Simon’s core
belief that liberty is the most important precondition for
progress. Free markets, free institutions, and even the
free flow of immigrants are necessary for long-term
material progress. Most centrally, people ought to be
free to have as many children as they desire, in part
because children, through their own inventiveness, will
add to human welfare. A better future does not happen
automatically, but requires free and well-informed
decisions.
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FIGURE 2

Life Expectancy, England, Sweden, France, and China, 1541-1985

SOURCE: Simon (1995), p. 9.
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Finally, warnings about scarcities have a role to play
in human welfare production. Unlike his opponents,
who find his position detrimental, Simon actually grants
critics an important if limited role in progressive devel-
opments. Simon’s worldview partially depends on doom-
sayers to spark the impetus that steers humanity toward
a better future.

Nonetheless, Simon believed that the “false bad
news” of doomsayers is often overstated and can become
counterproductive if not shamelessly self-promotional.
With Herman Kahn (1922-1983) he co-edited The
Resourceful Earth (1984) to discredit one such pessimis-
tic volume, the Global 2000 Report to the President issued
by the Global 2000 Study in 1980. More famously,
Simon engaged in a highly publicized bet with Paul Ehr-
lich (b. 1932) in 1980. Ehrlich wagered that at least five
of ten non-renewable resources (of his choosing) would
be more expensive ten years later. Simon won the bet.
In 1990, every one of the resources had declined in price
by an average of forty percent. (When offered an oppor-
tunity to renew the wager for the next ten-year period,

Ehrlich declined.)

As a result of his advocacy, Simon’s ideas have won
many converts to the idea that the status quo with some

modest incremental adjustments will be sufficient for
continued improvement in human well-being (e.g., Bai-
ley 1993, Wildavsky 1995). His last major book, The
State of Humanity (1995), was written with more than
sixty collaborators. But despite the increased respect-
ability accorded to Simon’s views, they remain conten-
tious and do not represent the mainstream in resource
and population economics.

Science, Values, and the Hermeneutics of Data

From his very first article, Simon has been attacked by
those who disagree with his views. Ehrlich called him
an “imbecile,” others considered his ideas simpleminded
and dangerous, while most in the mainstream tried to
refute the validity of his statistics (Regis 1997). But if
the facts tell an unequivocal story, why is there so much
disagreement? And if the facts corroborate Simon’s ana-
lysis, why were his views so unpopular? Simon often felt
that he was being ignored due to “a vast Malthusian
population-environment-resources conspiracy of crisis”
(1999, p. vii). In the posthumously published Hoodwink-
ing the Nation (1999), he took up the question of why so
much “false bad news” persists. He cited academic and
media incentives and vested interests, psychological fac-

1772

Encyclopedia of Science, Technology, and Ethics



SIMON, JULIAN

tors, strategies of change based on the assumption that
crises mobilize action, racism, the non-intuitive nature
of some of Simon’s arguments, and widespread misun-
derstanding of resource creation and population eco-
nomics. In all cases, he argued that what is at issue is
the discrepancy between dominant, misguided beliefs
and the facts of the matter.

On this level of psychological and sociological ana-
lysis, Simon undoubtedly presents some accurate find-
ings. Yet a deeper level of analysis opens up beyond this
limited argument that Simon has the true science and
the absolutely correct data while others are just misled
or willfully distorting the truth. For example, a graph
may demonstrate that forest cover is increasing, but the
reason for this may be the rise in forest plantations
rather than recovery of more natural systems. Thus, the
fact of increased forest cover leaves room for interpreta-
tion about its meaning and whether it is a good or a bad
sign. Furthermore, some may find fault in Simon’s
anthropocentric view. They may regard global climate
change as a problem even if humans are able to adapt to
it, or they may object to his idea that genetic engineer-
ing and seed storage are reasonable responses to species
extinction (1995, p. 15). Finally, some may argue that
his categories miss the most important trends as he sub-
stitutes “what can be easily counted” for “what really
counts.” For example, in The State of Humanity, Simon
admits that his trends describe only material and eco-
nomic welfare but not emotional or spiritual welfare.

Unfortunately the underlying values differences
between Simon and his adversaries are not often expli-
citly addressed. This held true of a similar controversy
surrounding one of Simon’s protégés, Bjgrn Lomborg (b.
1965), author of The Skeptical Environmentalist (1998).
Like Simon, Lomborg attacked the conventional wis-
dom and was in turn rebuked in a passionate series of
exchanges with other scientists. Although disputants
often claimed to be debating the facts, in reality the
issues were much larger.

Despite his often zealous reliance on facts, Simon
was perhaps aware of this dynamic to a greater extent
than Lomborg. Whereas Lomborg concludes that we
need to base decisions “not on fear but on facts” (p.
327), Simon concludes The Ultimate Resource 2 with a
section titled “Beyond the Data,” including a subsection
titled “Ultimately—What Are Your Values?” In this lat-
ter section he argued: “Whether population is now too
large or too small, or is growing too fast or too slowly,
cannot be decided on scientific grounds alone. Such
judgments depend upon our values, a matter on which
science does not bear” (p. 548). Measuring the real state

of humanity or the world involves normative as well as
scientific considerations.

CARLMITCHAM
ADAM BRIGGLE

SEE ALSO Enwironmental Ethics; Science Policy.
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SIMPLICITY AND SIMPLE
LIVING

The term simple living is generally used to refer to a
voluntarily chosen way of life that is significantly less
frenetic, and significantly less focused on “getting and
spending,” than life in the mainstream. Simple living
traditions exist in a wide array of cultures, and date back
thousands of years. But they take on special salience in
highly affluent societies dependent on science and tech-
nology for their patterns of production and
consumption.

The term simplicity is sometimes used synonymously
with simple living, but this can lead to confusion as one
of the potential uses of high levels of income is to pur-
chase solutions to the burdens of everyday life. Thus,
the very wealthy can afford to have personal assistants
to take care of their finances, assist in childrearing, and
manage the household, wvastly simplifying their
existence.

Basic Arguments

A theme common to many diverse simple living tradi-
tions is that too great an involvement with money is
deeply problematic. A classic presentation of this thesis
is found in Aristotle’s Politics (4th century B.C.E.), which
opens with a critique of excessively commercialized
civilization. Aristotle (384-322 B.C.E.) distinguishes
between what he terms natural and unnatural ways of
life. Among the natural ways are hunting, fishing, and
farming. What is distinctly unnatural is commerce,
whose hallmark is that the pursuit of money takes on a
life of its own, knowing no bounds.

Aristotle offers two critiques. The first anticipates
the economic theorists of the nineteenth century: Aris-
totle argues for the diminishing marginal utility of
money, maintaining that beyond a limited sufficiency,
additional money does not contribute to human happi-
ness. His second thesis is yet more radical, arguing that
the unbridled absorption in attaining money results in
the misuse of human capabilities and the distortion of
the personality. When elevated to the social level, this
produces a society in which all social roles have been
corrupted. Doctors no longer pursue the health of the
patient; jurists no longer seek justice. All activities are
ultimately undertaken in pursuit of financial gain.

The two issues Aristotle raises, distortion of the per-
sonality and corruption of social roles, are two of a num-
ber of concerns that have motivated proponents of sim-
ple living. An example of the first is Henry David

Thoreau (1817-1862), who wrote in Walden (1854)
that wealth is a curse because it enslaves us. “I see young
men, my townsmen, whose misfortune it is to have
inherited farms, houses, barns, cattle and farming tools;
for these are more easily acquired than got rid of.” And,
“The finest qualities of our nature, like the bloom on
fruits, can be preserved only by the most delicate hand-
ling. Yet we do not treat ourselves nor one another thus

tenderly” (Thoreau 1965, p. 4 and p. 6).

An example of the second concern, the health of
the society, can be found in what has been called Repub-
lican Simplicity by historian David Shi. In the mid 1700s
prior to the American Revolution, many of the leaders
of that Revolution looked to the history of ancient
Rome and Greece for guidance in their democratic ven-
ture. The lesson that they drew was that public virtue
was necessary for the success of a republic, and that it
could be undermined by excessive commercialism. John
Adams (1734-1826) and Thomas Jefferson (1743—
1826) corresponded about how to build a non-material-
ist society, and Jefferson looked to state-supported
schools and value education as a foundation.

In the writings of the Quaker theorist John Wool-
man (1720-1772), one finds two lines of thought, both
of interest. First, in contrast to the Puritans, Woolman
suggested that the simple life also involved limitations
on the amount of work one would do. This would later
be expanded on by Thoreau, who suggested that we
should have one day of work and six days of Sabbath.
Secondly, Woolman argued that most of the ills of the
world—poverty, slavery, war—could be traced to luxur-
ious desires. He urged that we examine our own lives
and see whether, unwittingly, we are part of the pro-
blem. He said we should “look upon our treasures, and
the furniture of our houses, and the garments in which
we array ourselves, and try whether the seeds of war
have nourishment in these our possessions or not.” The
contemporary application of this outlook is the sugges-
tion that war in the Middle East, and perhaps terrorism
as well, have their roots in our excessive consumption
of oil.

Benjamin Franklin (1706-1790), another Ameri-
can advocate of simple living, came to it from a rather
different direction. Franklin argued the importance of
the individual’s liberation from the demands of onerous
labor. “Employ thy time well, if thou meanest to gain
Leisure.” But Franklin argued for sharply limiting our
consumption, so that we may save. His message was that
we could all become wealthy if we learned to discipline
ourselves, limited our desires, and earned more than we
consumed.
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Assessment and Application

These various examples make clear that simple living
can be advocated for a wide variety of reasons. It repre-
sents no single philosophy of life. And while there are
some exceptions—perhaps Franklin is one—what they
have in common is the view that the good life, both
individually and socially, is to be found largely outside
the economic realm. Human happiness is obtained not
by consuming more and more of what the economy has
to offer, but by satisfying core economic needs, and then
turning away from the economic to other realms of
importance, whether they be religion, science, litera-
ture, service to others, or friends and family.

While much of the simple living literature is directed
at the individual, offering advice and suggestions for how
to live, simple living at times emerges as a politics of sim-
plicity. Here it looks to social policy to offer the frame-
work within which it becomes feasible for the average
person to opt for a simple life. Such a politics offers a dif-
ferent paradigm for understanding the relationship
between a technological economy and the good life. Eco-
nomic performance is assessed not in terms of growth, but
in terms of success in meeting core needs of the entire
population. Technological and economic progress is mea-
sured more in terms of the expansion of leisure than the
growth of gross domestic product (GDP). And work,
rather than being seen as one productive input within the
production process, is seen, potentially, as a realm within
which personal growth and meaning can be achieved.

JEROME M. SEGAL

SEE ALSO Consumerism.
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SINGAPORE

Small states, like small businesses, often serve as the
incubators of new forms of government. Perhaps no
state has been so carefully and deliberately managed as
Singapore, a multi-ethnic island city-state of 4 million
inhabitants in an area of 250 square miles, or about the
size of Guam. Because of the ways its management has
sought to utilize science and technology to achieve cer-
tain social values, which has itself influenced some of
these values, Singapore provides a useful case study in
the possible relations between science, technology, and
ethics.

Background

Located on the southern tip of the Malay Peninsula and
separated from Indonesia, the largest Muslim country in
the world, by the Straits of Malacca, Singapore was
colonized by the British in the early 1820s due to its
strategic location (for the British, it was the Gibraltar of
the East). Important because it served as both a submar-
ine port and had a major airfield, the Japanese captured
Singapore during World War II. After the war it
evolved toward independence in phases: It elected its
first legislature in 1955 and was granted internal self-
government in 1959. In 1963 Singapore joined the Fed-
eration of Malaysia, but separated in 1965 and has been
fully independent since.

The People’s Action Party (PAP), founded and
dominated by Lee Kuan Yew (b. 1923), a British-edu-
cated lawyer, has led the country since the mid-1950s,
creating a single-party state dedicated to the pursuit of
economic growth through social order and efficiency
under the guidance of a technocratic ideology. The
result has been one of the most globalized entities in the
world, measured in terms of foreign trade, investment,
information inflows, and immigration. Between 1971
and 2003, Singapore’s economy expanded at an average
annual gross domestic product (GDP) growth rate of 7.2
percent. It enjoys one of the highest standards of living
in Asia and was ranked sixth in the Growth Competi-

tive Index conducted by the World Economic Forum in
2003.

From Stability to Creativity

Constant technological upgrading has been vital to the
economic ascendancy of Singapore, and social policies
have been reflexively monitored and implemented—
whether in the streaming policies of the educational sys-
tem, the level of civil liberties, or the value system of
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society—to ensure Singapore’s global economic rele-
vance. The political elite’s Hobbesian view of national
and international politics underpins Singapore’s broad
ethical approach to economic and technological devel-
opment. The dominant image widely propagated in Sin-
gapore is that of a vulnerable city-state, lacking both
natural resources and the cultural homogeneity of a
Japan or a Korea (Singapore’s ethnic composition is
76.8 percent Chinese, 14 percent Malay Muslim, and 8
percent Indian), and surrounded by potentially volatile
Malay Muslim neighbors. The Singaporean leadership
has used “survival” to justify the hierarchical manage-
ment of society. The resulting political system has been
dubbed by Chan Heng Chee (1989) as “the administra-
tive state,” a term that captures the depoliticization of
the citizenry and the central place of a powerful bureau-
cracy in managing society. The political elite sees itself
as practicing a pragmatic style of governance, under-
stood as the ability to act rationally in the interest of
the collective good without getting bogged down by
moral and democratic excesses (Chua 1995).

The value framework has varied with the technolo-
gical challenges facing Singapore. From the mid-1960s
to the mid-1990s, technocratic planners invited multi-
nationals from around the world to invest and manufac-
ture consumer goods, and later highly sophisticated
engineering components, for the global market. Found-
ing leader Lee Kuan Yew, with strong eugenics views
(Barr 2000), did not believe that Singapore’s small
population could produce a critical mass of creative
individuals doing cutting-edge research. Instead, science
and technology policies focused on producing highly
competent citizens who could absorb and perhaps re-
engineer products and processes from existing technol-
ogy. Huge investments were made in tertiary education
to supply technicians and engineers for the multina-
tional sector at cheaper costs than in Western countries.
Generous tax incentives, a highly controlled labor
movement, and the sheer predictability of politics
attracted some 7,000 well-known global companies to
invest in the economy. These included such names as
Philips, Honeywell, Hewlett-Packard, Seagate, Motor-
ola, Exxon-Mobile, NEC, Siemens, and Sony.

In this phase, the ethical framework laid out by the
government for technology development was a broad,
society-wide one rather than a set of specific policies
applied to particular industries or sectors. Singaporeans
were expected to be socially disciplined, to comply with
the technocratic goals of the government, and to refrain
from excessive individualism and political expression
(Quah 1983). They were asked to subscribe to a stereo-

typical notion of Asian values, which the leaders
believed would help the population ward off pernicious
Western practices, such as weak commitment to the
family, a propensity for contention over consensus, and
a disrespectful youth culture. Singapore became famous
for harsh punishments for behaviors such as littering,
failing to flush public toilets, and small-scale drug deal-
ing. The government expected conformity and in turn
promised order, prosperity, integrity, and dedication to
the collective good.

In the 1990s, however, new competitive pressures
led to a major shift in the government’s approach to
technological development, and in almost cybernetic
fashion, adjustments in social regulation policies. Coun-
tries previously outside the global capitalist system, such
as China, India, and Central Europe, were now entering
the global market. The Asian crisis that began in 1997
saw multinationals changing locations in the region.
Gripped by concerns of national survival, planners saw
the need to go beyond using multinationals for eco-
nomic development and technology transfer, and under-
took to produce original knowledge and technology.
The planners hoped to build on existing educational
and scientific infrastructures, such as the Institute of
Molecular and Cell Biology (IMCB), which had been

set up in 1987, to embark on original research.

The sectors targeted to spearhead the knowledge-
based economy were and biomedical
research, with foci in tissue engineering, stem cell
research, immunology, and cancer research. Through
these efforts, Singapore hoped to become a major player
in pharmaceuticals, medical equipment, and health ser-
vices. More than a billion U.S. dollars was committed
toward creating an integrated medical and biotechnolo-
gical park, Biopolis, and huge funds were earmarked for
strategic investments in local and foreign biotechnology
companies.

bioscience

Framework for Policy and Ethics

The key question was how Singapore, without a long
history of broad-based original research, would make the
transition from being a technology-recipient to techno-
logical innovator. This challenge was met with a two-
pronged approach. The planners mapped out a research
process in which innovation would be carried out and
directed by global research stars drawn to Singapore by
alluring financial terms, including generous research
funding. The other tack, and an important further indu-
cement for researchers, was the creation of a stable and
predictable milieu for long-term research, particularly in
the biomedical area, unencumbered by moral and reli-
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gious obstacles. Some technologically sophisticated
nations, especially the United States, were putting
restrictions on research involving living embryos, so
Singapore’s ability to provide a liberal moral climate
allowing for such research would place it in a compara-
tive advantage. Singapore’s technocrats now had to use
skills that had provided the high degree of economic,
social, and political predictability during the technol-
ogy-receiving phase to lay the requisite financial and
ethical predictability for these new research and techno-
logical goals.

The challenge in creating a liberal moral climate
involved coming to terms with local religious groups,
particularly those from the growing Christian popula-
tion among the upper stratum of Singaporeans. In addi-
tion, to gain legitimacy from the international commu-
nity of researchers and regulators, Singapore had to
demonstrate that it was not a morally renegade society
but was committed to socially responsible research. This
led the government to set up the Bioethics Advisory
Council (BAC) in late 2000 to make recommendations
for bioscience and biomedical research in Singapore.
The committee, which was chaired by the former Vice-
Chancellor of the National University of Singapore, sta-
ted that it would consult civil society groups, profes-
sional associations, and religious organizations in carry-
ing out its charge, and promised to proceed with caution
“so our findings and recommendations will be accepta-
ble to society” (Straits Times, February 7, 2001).

Civil society in Singapore was generally quiescent
(Tamney 1996), but on this morally sensitive issue
involving the use of human embryos for research, reli-
gious groups freely gave their opinion. (Singapore is
42.5 percent Buddhist, 15 percent Muslim, 14.5 percent
Christian, 8.5 percent Daoist, 4 percent Hindu, and 15
percent claiming no religion.) Most professional groups
went along with embryonic stem cell research, but there
was consternation among the religious representatives.
Muslim representatives, believing that ensoulment of
the human being begins forty days after conception,
were amenable to early stage embryonic research. The
same was true of the Buddhist groups, which view
genetic research as helping humankind. By contrast,
Protestant and Catholic bodies, as well as Hindu and
Daoist representatives, objected to any destruction of
embryos to obtain stem cells. Daoists argue it was
against nature’s way, Christians define life as beginning
at conception, and Hindus see the destruction of the
embryo as short-circuiting the karmic cycle. The deon-
tological ethical position of these groups was at variance
with the BAC, whose desire was to see bioscience devel-

opment in Singapore. As far as the BAC had an ethical
position, it was a consequentialist one, proffering the
benefit to humankind of finding cures to terrible dis-
eases as a result of bioscience research. The Council sub-
sequently ruled that its recommendations would not be
dictated by religious positions, and argued, in typical
pragmatic language, that research had to move ahead
because “Singapore is a small place” (Straits Times,

December 28, 2001).

Its recommendations, which were incorporated in
the Biomedical Research Act of 2003, allowed for stem
cells to be obtained from human embryos less than four-
teen days old, the age just before the neurological sys-
tem developed (Bioethics Advisory Committee 2002).
Embryos less than fourteen days could be cloned but
there would be no cloning of embryos for reproductive
purposes. As if to underscore its ethical concerns, the
that a