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1. INTRODUCTION

Since the early 1980s an increasing fraction of the
worlds telecommunication traffic has been carried on
optical fiber, and since the late 1980s virtually all new
trunk lines have been based on fiberoptics. Optical
fibers are now the dominating medium for a variety of
communication systems, ranging from short-distance data
links to transoceanic telecommunication systems.

The dramatic increase in traffic brought about by the
Internet has made optical fibers even more attractive
because of the several terahertz of transmission bandwidth
they offer. The wide bandwidth can be exploited by
multiplexing a number of optical sources operating on
different optical frequencies. This technology is known as
wavelength-division multiplexing (WDM).

Different fiberoptic communication systems place
different requirements on the optical sources used in the
systems. The basic properties and characteristics of these
sources are reviewed in this article.

2. HISTORICAL DEVELOPMENT

Since the late 1960s there has been an interesting interac-
tion between the development of optical fibers and optical
sources. Semiconductor lasers were first demonstrated
in 1962, but it was only after the demonstration of room-
temperature continuous-wave (CW) operation in 1970 that
the practical use of these lasers became a reality. We note
in passing that this improved laser performance was due to
the introduction of the heterostructure, Alferov and Kroe-
mer shared half the 2000 Nobel Prize in Physics for their
work on this topic.

The use of optical fibers for long-distance communica-
tion was proposed in 1966, and the fiber loss was reduced
to 20 dB/km in 1970. In the early fibers the minimum loss
occurred at relatively short wavelengths, well suited to the
emission wavelength of GaAs based lasers, which is in the
800-900-nm range. The fibers at that time were multi-
moded, and reduced fiber losses meant that transmission
distances were limited mainly by modal dispersion (i.e.,
different fiber modes having different group velocity, thus
leading to pulse distortion).

Further improvements resulted in fiber losses below
0.2 dB/km by 1980. As the fiber losses were reduced,
the spectral range where the losses were lowest moved
toward longer wavelengths. A wavelength region of
particular interest was around 1300 nm, where the
fiber dispersion was minimized. This new wavelength
range was exploited by introducing lasers and LEDs
based on InGaAsP compounds using InP substrates, this
development started around 1980. These devices can
cover the wavelength range from about 1100 nm to about
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1700 nm. One of the first examples of a commercial long-
distance transmission system at these “long wavelengths”
was the London-Birmingham link in the early 1980s,
based on LEDs operating around 1300 nm.

From the early 1980s single-mode fibers were being
introduced, thus eliminating modal dispersion. The lowest
loss for these fibers occurs at wavelengths around
1550 nm, which is within the range accessible by
InGaAsP/InP lasers. However, the InP-based lasers have a
tendency to operate simultaneously in several longitudinal
modes. From the laser cavity length (typically about
300 pm), it follows that the longitudinal mode spacing
(in frequency) is about 120 GHz, corresponding to a
spectral spacing of about 1nm (in wavelength). At a
wavelength of 1550 nm a standard single-mode fiber
has a chromatic dispersion of about 17 ps/(km -nm).
Consequently, multimode laser operation will give rise
to dispersion problems for high-speed systems operated
over a long fiber length, and the development of
single-frequency lasers (i.e., lasers operating in a single
longitudinal mode) then became a priority. Single-
frequency operation can be achieved by incorporating
a wavelength selective element in the laser, typically a
grating as in the DFB (distributed feedback) laser.

The development of the fixed wavelength DFB laser
in turn made the efficient use of wavelength-division
multiplexing (WDM) possible. In these systems the signals
from a number of lasers, operating at different optical
frequencies, are multiplexed together and transmitted
over a single fiber, thus increasing the transmission
capacity of the fiber significantly. As an example, a
spectral range of 30 nm (around a wavelength of 1550 nm)
corresponds to a frequency range of about 3800 GHz;
using lasers spaced in frequency by 50 GHz will allow
76 separate channels, each of which can carry data at a
rate of, for example, 10 Gbps (gigabits per second), thus
giving an aggregate capacity of 760 Gbps. This capacity
can be increased even more by the use of a wider spectral
range, and/or a higher spectral efficiency (ratio of data
rate to channel spacing).

The development of wavelength selective lasers and
tunable lasers also opens new possibilities. Not only can
these lasers be used as flexible spares or as “uncommitted”
wavelength sources; they also allow the use of wavelength
routing, where the path of a signal through a network
is entirely determined by the wavelength of the signal.
Ultimately the use of lasers that can switch fast between
wavelengths opens the possibility for packet switching on
the optical level.

Other interesting developments include lasers and
LEDs specifically designed for (short-distance) data links,
and pump lasers for optical amplifiers.

The reader is referred to Refs. 1 and 2 for more details
on the history of the development of semiconductor lasers.

3. LIGHT-EMITTING DIODES

Red light-emitting diodes (LEDs) are well known from
their use in displays and as indicator lights. LEDs based
on GaAs or InP emit in the near infrared and are used
for communication purposes. The basis for the operation
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of an LED is that carriers (electrons and holes) are
injected into a forward-biased p-n junction and recombine
spontaneously, thereby generating photons. The photon
energy (and hence the wavelength of the generated light) is
determined mainly by the bandgap of the region where the
recombination takes place. However, the carriers have a
spread in energy, leading to a spectral width of the emitted
light of a few times 2T, where & is Bolzmann’s constant and
T is the operating temperature. Consequently the spectral
width for an LED operating in the 1300-nm spectral region
will be of the order 100 nm.

Not all the electrical power supplied to the LED is
converted to light: (1) some power is lost because of electri-
cal losses, (2) the radiative (spontaneous) recombination
competes with various nonradiative recombination pro-
cesses, and (3) only a finite fraction of the generated light
is able to escape from the structure. This last effect is
due to the process of total internal reflection; since the
refractive index of the (semiconductor) LED structure
is high compared to that of the surrounding medium
(air), only light propagating at an angle nearly perpen-
dicular to the surface will be able to escape from the
structure. Additional optical losses occur when the light
is coupled into a fiber. For coupling into a standard mul-
timode fiber with a core diameter of 50 um the overall
efficiency (optical power in the fiber compared to electrical
power supplied to the LED) is typically of the order of
1%, corresponding to coupled power levels of the order of
100 wW.

The light output from an LED can be modulated directly
by varying the current passed through the device. In the
absence of parasitics, the maximum possible modulation
speed is approximately given by the inverse of the
recombination time. With recombination times in the
nanosecond range, it follows that LEDs can typically be
used at data rates of up to a few hundred megabits per
second (Mbps).

It should be noted that LEDs can be optimized for
power levels of up to several milliwatts, and higher
coupled power levels can be achieved by using large
core fibers. Obviously, the wide spectral width of
LEDs leads to chromatic dispersion, and the use of
multimode (in particular large-core) fibers leads to modal
dispersion. However, since LEDs are used at moderate
data rates, they are an attractive simple and low-cost
solution for links of a modest length (i.e., up to a few
kilometers).

Finally, it should be mentioned that near infrared
LEDs are also widely used for very short range free
space communication between computers and peripheral
equipment.

4. LASERS

4.1. Laser Basics

In order to understand the workings of a laser, we
consider a system where the constituents (electrons,
atoms, ions, or molecules) have two possible energy states.
Transitions between these two states are accompanied
by the absorption or the emission of photons, where the

photon energy is equal to the difference in energy between
the two states. In 1917 Einstein explained the relation
between the energy distribution of a gas of molecules and
that of the radiation field (Planck’s law) by assuming that
the following three processes occur:

1. Spontaneous Emission. Transition from the higher
to the lower state accompanied by the emission of a
photon.

2. Absorption. Transition from the lower to the higher
state brought about by the absorption of a photon.

3. Stimulated Emission. In this process the transition
from the higher to the lower state is triggered
by incoming photons with energy equal to the
transition energy; the additional photon emitted
in the transition is in phase with the incoming
photons. The transition probability is proportional
to the number of incoming photons.

In thermal equilibrium the higher-energy state is less
densely populated than the lower one, and it follows
that an incoming stream of photons will be attenuated.
However, if a situation is created where the higher-
energy state is more densely populated than would be
possible at the lower amplification level, this would be
known as population inversion. Such a system is shown
schematically in Fig. 1.

The basis for the acronym LASER (light amplification
by stimulated emission of radiation) becomes clear
from this description. The normal use of the word
laser, however, refers to light generation (rather than
amplification), and in order to construct an oscillator
working at the lasing frequency, it is also necessary
to provide feedback. A laser is usually constructed by
placing material with an inverted population between a
pair of partly reflecting mirrors. Light moving back and
forth between the mirrors is amplified as a result of the
stimulated emission process.

The combination of amplification and feedback from the
mirrors forms an oscillator, and oscillation takes place if
the amplification balances the loss caused by light escaping
through the mirrors. With a gain factor g, a cavity length

E3
Spont
E2
Pump Stimulated
E1
Spont
EO

Figure 1. Schematic diagram of a four-level laser system. The
upper energy level 3 is short-lived, giving a fast decay to the upper
level 2 involved in the lasing transition, this level is long-lived.
From the lower laser level 1 there is a fast decay to the ground
level 0. “Pumping” from the ground level to the highest level is
done by flashlamp, electric discharge, or the use of another laser,
and population inversion can be achieved between levels 2 and 1.



L, and two mirrors both with a power reflectivity of R, this
condition can be written as

exp(gL)Rexp(gL)R =1 1)

Since photons created by the stimulated emission process
are emitted in phase with the incoming photons, the light
emitted from the laser cavity is coherent.

A large number of laser types exist (gas lasers
such as HeNe and CO,, solid-state lasers such as
Nd:YAG, etc.), and are being used in numerous fields
(material processing, medical applications, etc.). The laser
type of interest for optical fiber communication is the
semiconductor laser. This laser type is also used in CD
and DVD players, as well as in scanners and pointers.

4.2. Semiconductor Lasers

Nearly all semiconductor lasers are based on the double
heterostructure. In this structure, a material with a
relatively narrow bandgap — the active layer — (normally
undoped) is sandwiched between a pair of n-type and
p-type materials with wider bandgaps —the confinement
layers. When this structure is under forward-biased quasi-
Fermi levels are formed, and electrons and holes are
injected into the active layer from the n-type and p-type
materials, respectively. The Fermi level(s) determine the
energy distribution of electrons in the conduction band
and holes in the valence band. Population inversion, and
thereby gain, is achieved when the quasi-Fermi level
separation exceeds the bandgap of the active layer (see
Fig. 2).

If the bandgap difference is sufficiently large, carriers
injected into the active layer cannot escape over the
heterobarrier, and carrier recombination can take place
only in the active layer. Light generated in the active
layer is not absorbed in the confinement layers since
semiconductors are transparent to light with a photon
energy lower than the bandgap. The photon energy is
given by the product of Planck’s constant 4 and the optical

P N
I
Eg2 _'_|
| Eq
1 &f
Unbiased

&c

\_1_‘

gy

Forward bias

Figure 2. Double heterostructure formed with a material with a
narrow bandgap Eg1 placed between n-type and p-type materials
with a wider bandgap Eg. Carriers cannot have energies
corresponding to states within the bandgap. Without bias the
Fermi level & is continuous. Under forward bias quasi-Fermi
levels ¢. and ¢, are formed in the conduction and valence bands,
respectively.
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frequency v, which is in turn equal to the speed of light in
vacuum, ¢, divided by the wavelength A, hence
_he
T

hv 2)

At a given optical frequency, a narrow bandgap semi-
conductor generally has a higher refractive index than
a semiconductor with a wider bandgap. Consequently
the structure shown in Fig. 2 also forms a planar
dielectric waveguide with a high-index core between a
pair of low-index cladding layers, analogous to an opti-
cal fiber. It is characteristic for a dielectric waveguide
that only a part of the optical power is present in
the core since the power distribution extends well into
the cladding layers. The power fraction in the core is
known as the confinement factor, and denoted by the
symbol T.

The optical field distribution supported by the wave-
guide is known as a mode, and the structure is usually
designed in such a way that only a single mode exists. The
optical field propagates at a speed given by ¢/n.s, where
the effective index ng is higher than that of the cladding
layers, but lower than that of the core.

The width of the optical power distribution is
characterized by the spotsize, which is on the order of, or
even less than, 1 um. Since this is small compared to the
wavelength, the output beam from a semiconductor laser
is usually quite divergent. The optical mode in a fiber, on
the other hand, has a spotsize in the 5—10 um range. As
the laser and fiber spotsizes are not compatible, lenses are
required in order to ensure a reasonably efficient coupling
of light from a semiconductor laser into a fiber.

The laser cavity forms a resonator, and the cavity
length L and the effective index n.gx are related to the
lasing wavelength A by

NegrL = 7 3)

which states that the optical length of the cavity is an inte-
ger number of half-wavelengths, where M > 1 is known
as the (longitudinal) modenumber. The separation, mode-
spacing, between two wavelengths (longitudinal modes)
satisfying this condition (corresponding to modenumbers
M and M + 1) is

32

Al =
ZneffL

“)

A typical value for the modespacing (for a cavity length
of about 300 pm) is about 1nm. For a laser operating
at a wavelength of about 1550 nm, this corresponds
to a spacing between the optical frequencies of about
120 GHz.

As is indicated in Fig. 2, the lasing transition in a
semiconductor laser is between energy bands, rather than
between discrete energy levels. An important consequence
of this is that the gain curve is quite wide, much wider
than the modespacing given by Eq. (4). This wide gain
can lead to simultaneous lasing in several longitudinal
modes, thereby giving an effective spectral width of several
nanometers. Such a wide spectral width will lead to
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dispersion problems for systems operating at high data
rates over a long length of dispersive fiber.

Another characteristic feature is that the gain levels
can be very high. This means that the lasing condition, as
expressed in Eq. (1), can be satisfied even for low values
of the reflectivity R. Since semiconductors typically have
refractive index values around 3.5, sufficient reflectivity
(about 30%) can be obtained from a cleaved facet, and there
is no need for special high reflectivity external mirrors as
is the case for other laser types.

Two material systems are of particular importance
for semiconductor lasers. The first is Ga;_,Al,As/GaAs.
Substituting a part of the group III element Ga by Al
gives a material with a wider bandgap, but with nearly
the same lattice constant. This means that structures
containing varying amounts of Al can be grown on GaAs
substrates without lattice mismatching. A band structure
as shown in Fig. 2 is obtained by having a lower Al fraction
in the active layer than in the confinement layers. Lasers
based on this system usually operate in the 800—900-nm
spectral region (the exact wavelength depends on the Al
content in the active layer), and are widely used in CD
players.

The material system of particular importance for
fiberoptics is In;_.Ga,As;_,P,/InP. By using two group III
elements and two group V elements, there are 2 degrees
of freedom in the composition. The first can be used
to ensure lattice matching to an InP substrate, and
the second can be used to adjust the bandgap. These
materials are used in lasers for the important 1300-
nm (minimum dispersion) and 1550-nm (minimum
loss) fiber communication wavelength regions. Figure 3
shows a schematic of an InP-based communication
laser.

The layers in a laser structure are normally grown by
the MOVPE (metal-organic vapor-phase epitaxy) process,
which allows the deposition of thin layers that are uniform
in both thickness and material deposition. The active
stripe is formed by a combination of photolithographic
and etching processes followed by an overgrowth, and
metallic contacts are formed to the n-type and p-type
sides of the laser. Pumping of the upper laser level
is performed simply by passing a current through the
structure.

p-Contact
Cap (p+-InGaAsP)

- Oxide

__ Active

n-InP te—W —=i

p-InP

n-Substrate(InP)

n-Contact

Figure 3. Diagram of communication laser. Typical dimensions
are as follows: cavity length 300 pwm, total width 100 pm, active
region width (W) a few micrometers, substrate thickness 100 pum,
active layer thickness a few tenths of a micrometer.

A semiconductor laser acts as a threshold device.
For low values of the current, there is insufficient gain
to satisfy the lasing condition, Eq. (1), and no laser
light is emitted. Lasing starts as soon as the current
is sufficient to give enough gain (this is known as the
threshold current, Iy,), and above this current level the
output laser power increases in proportion with (I — Iy).
Typically several milliwatts of optical power is emitted for
a current in the range 10—100 mA. See Refs. 3—5 for more
details on laser structures, and Ref. 6 for more advanced
devices.

4.3. Laser Dynamics

As carriers (electrons and holes) are injected into the
active region, they can recombine either spontaneously or
by stimulated recombination brought about by the photon
density in the active region. The photon density, on the
other hand, is subject to both gain, due to the stimulated
recombination of the carriers, and to losses, either internal
losses or losses due to photons being emitted from the end
facets of the laser. The interactions between the carrier
density, N, and the photon density, S, is described by the
so-called rate equations for the laser. In their simplest
form these equations can be written as

dN I N

N _ Y _gs 5
dt eV 1 ©®)
ds N

E =GS — Ug (Qint + aend) S+ ﬁr_s (6)

Equation (5) gives the time dependence of the carrier
density. The first term on the right-hand side (RHS) is the
pump term, where I is the current supplied to the laser, e
is the unit charge, and V is the active volume of the laser.
The second term accounts for spontaneous recombination,
where 7, is the spontaneous lifetime. Finally, the last
term accounts for stimulated recombination, where G
is the gain (per unit time). The second rate equation,
Eq. (6), describes the time dependence of the photon
density. The first term on the RHS is recognized as the
stimulated recombination term. The second term accounts
for losses, where «;,; is the internal loss coefficient and
oeng describes facet losses, both loss coefficients are losses
per unit length, and v, is the group velocity of the light
in the laser. The final term occurs because a fraction 8
of the spontaneous emission events add a photon to the
lasing mode.

The gain factor G is related to the gain per unit length
in the active region, g.., by

G = Ugrgact (7)

where the confinement factor I' accounts for the fact that
the laser active layer forms an optical waveguide with
some of the power propagating outside the active region.
The gain in the active region in turn is an increasing
function of the carrier density N.

The facet loss aenq is caused by light being emitted from
the ends of the laser. From Eq. (1) aenq can be found from



the gain required to balance the loss of photons through
the facets
= 1 In ! 8)
Qend = L R

It is a unique feature of a semiconductor laser that it
can be modulated directly by varying the current [first
term on the RHS of Eq. (5)], and the response of the
laser can be found from the rate equations. Since these
equations are nonlinear, due to the dependence of the
gain on the carrier density, the rate equations cannot
in general be solved analytically; however, a number of
important results can still be derived from them. In the
case of weak modulation, where the current I consists of a
bias current plus a superimposed small-signal modulation
current, the rate equations can be linearized. The result of
this analysis shows that for low frequencies the optical
output power will be modulated in proportion to the
modulation current. For higher modulation frequencies
the laser response has a resonance, with the resonance
frequency increasing roughly in proportion to the square
root of (I — Iy,). The resonance frequency is typically in the
gigahertz range. For modulation frequencies above the
resonance frequency the laser response drops off rapidly.
The resonance frequency provides a reasonable estimate
on how fast the laser can be modulated directly, assuming
that the laser response is not deteriorated by parasitic
elements (such as the laser series resistance and parallel
capacitance).

Other results that can be derived from the rate
equations include harmonic distortion [7], and approxi-
mate expressions for the (large signal) turnon and turnoff
times [8]. As spontaneous emission does not occur at a
constant rate, but is a statistical process, it is possible to
derive results on the laser intensity noise and its spec-
tral distribution. Readers should consult Ref. 9 for more
details on modulation and noise properties of semiconduc-
tor lasers.

4.4. Single-Frequency Lasers

In order to reduce the dispersion in optical fibers, it is
necessary to restrict lasing to a single longitudinal mode.
The conventional way to achieve this is by incorporating
a periodic structure (grating) in the laser, as shown
schematically in Fig. 4. In this structure the grating
provides internal reflections at a wavelength determined
by the grating period. This type of laser is known as a
distributed-feedback laser (DFB).
The wavelength selected by the grating is given by

ADFB = 27t A 9

where n.g is the effective index and A is the grating period.
Since the grating only provides efficient internal feedback
for wavelengths very close to Appg, any wavelength
different from Aprg will have a higher rate of loss through
the end facets, and as a result lasing will occur at Apgs.
The discrete (and nonselective) reflections from the end
facets will interfere with the distributed reflection from
the grating, and usually the reflection from the front facet
is suppressed by applying an antireflection (AR) coating.
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AR coating

p-Contact —\ l

p-InP

p-InGaAsP (waveguide)

gigigiginipipipipipipipipipinipinininiy
|

/l
InGaAsp (active)
n-InP

220 n-Contact —/

Figure 4. Outline of a DFB laser. The waveguide layer has a
bandgap (and consequently a refractive index) between that of
the active layer and InP.

z=L

The detailed theory for DFB lasers is rather involved,
and readers are referred to Refs. 10 and 11 for more
information on this topic.

Gratings can be fabricated by covering the waveguide
layer with a photoresist, which is then exposed to an
optical interference pattern, and the developed resist is
used as an etch mask. After grating etching the remaining
layers in the laser structure are grown.

The refractive index of a laser structure is quite
sensitive to temperature; according to Eq. (9), this will lead
to a temperature dependence of the lasing wavelength. A
typical value is about 0.1 nm per degree (corresponding
to a change in the optical frequency of about 10 GHz
per degree). Whereas temperature tuning can be used to
trim the wavelength to a given value, the temperature
dependence also means that in order to ensure that
the lasing frequency is within 10 GHz of a given value,
the laser temperature has to be stabilized to within
1 degree.

In WDM systems signals from several lasers are mul-
tiplexed before transmission, and in order to ensure inter-
operability of equipment from different manufacturers,
ITU has set a standard for optical transmission frequen-
cies. This standard is based on a frequency grid with a
100-GHz spacing. Consequently the range from 192.1 THz
(=1560.61 nm) to 195.9 THz (=1530.33 nm) consists of 39
channels.

4.5. Wavelength-Selectable Lasers

In order to achieve single-frequency lasing at a number
of different wavelengths, arrays of DFB lasers can be
formed. If these lasers are integrated with a combiner,
several optical signals can be coupled into the same
fiber. However, simultaneous operation of several closely
spaced lasers will lead to crosstalk problems, and it may
be more advantageous to consider selectable structures,
where only one laser is operated at any time. An example
of such a structure is shown in Fig. 5. This approach
allows redundancy by having more than one laser per
wavelength. The exact optical frequency is achieved by
temperature tuning.

A different type of array is constructed by cascading
of DFB lasers (several DFB lasers on a common optical
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Electroabsorption
modulator

Amplifier

6 x 1 combiner AR coating

DFB lasers
Detectors

Figure 5. Selectable array with six DFB lasers and a com-
biner [5]. This optoelectronic integrated circuit also contains an
amplifier to compensate for the combiner loss, a modulator for
data encoding and monitor detectors for the lasers [12].

waveguide). By operating a single laser element above
threshold and the other lasers close to threshold, the
lasing wavelength is determined by the grating in the
element operated above threshold. Several branches, each
with several lasers, can be combined, and by using a
high degree of temperature tuning, a wavelength range of
30 nm has been covered [13].

The wavelength range that can be covered by an array
is limited by the number of array elements and by the
degree of temperature tuning. For applications where
many optical frequencies are required, or where a high
degree of temperature tuning is undesirable, arrays may
not be the best solution.

4.6. Tunable Lasers

The wide optical gain curve in a semiconductor laser
makes it possible to achieve tuning of the lasing
wavelength. As already mentioned, tuning is possible
by changing the operating temperature. However, unless
a large temperature variation is allowed, the tuning
range will be limited to a few nanometers in wavelength
(a few hundred gigahertz in frequency), and thermal
tuning is comparatively slow (microsecond—millisecond
range).

The fact that the refractive index depends on the
carrier density can be applied for tuning. However, in
a simple structure (such as Fig.3 or 4), the carrier
density is clamped to the value which is required to give
sufficient gain to satisfy the lasing condition, and tuning
by carrier density changes is not possible. This limitation
can be overcome by using structures with two (or more)
separate regions. One example is the distributed Bragg
reflector (DBR) laser shown in Fig. 6. The tuning speed
will be limited by the carrier lifetime in the tuning region
(nanosecond range).

It should be noted that the tuning of a DBR laser is
not continuous, but shows jumps between the wavelengths
that satisfy the resonance condition given by Eq. (3).

Whereas the tuning range of a two-section DBR laser is
limited by the extent to which the refractive index of the
tuning section can be changed, wider tuning ranges can
be achieved using somewhat more complicated structures.

Laser-contact : Tuning-contact :

p-InP )
p-InGaAsP (waveguide) |
I n
| o
m
I
n-InP  InGaAsP (active I
( ) Lo A=
|

n-Contact——

Figure 6. Two-section DBR laser. The output power is controlled
by the laser current supplied to the active region. The tuning
current supplied to the Bragg reflector region controls the carrier
density in that region, and hence its refractive index. According
to Eq. (9), this in turn tunes the wavelength at which the grating
gives efficient reflection. Tuning ranges can be up to 10—15 nm
le.g., 14].

Phase Active
Rear reflector section  section

e—nNg, L, =L~ L,

e
AR coating

Front reflector

[=— N Lg 1
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Figure 7. Sampled-grating DBR. Instead of a continuous grating
the two reflectors have sampled gratings. These gratings give
reflection spectra that have a comb of reflection peaks with a
spacing determined by the sampling period. By using two different
sampling periods, two reflection combs with different periodicities
are obtained.

An example of such a structure is the sampled-grating
DBR (SGDBR), which is shown in Fig. 7.

A small change of the refractive index of one of
the tuning sections gives a large change in wavelength
since a new pair of reflection peaks will coincide. This
behavior is recognized as the Vernier effect; see Ref. 15
for more details. This principle leads to greatly enhanced
tuning ranges; up to about 100 nm has been reported.
Similar tuning ranges have also been achieved by
combining a tunable codirectional coupler with a sampled
grating [16].

A particular problem with the tunable laser struc-
tures described above is that several control currents are
required for a specific combination of power and wave-
length. Tunable lasers must therefore be characterized
in sufficient detail to identify the current combinations
required for various wavelengths, and the laser driver
electronics must contain this information in such a form
that tuning can be achieved in response to simple external
instructions.

Other semiconductor laser structures capable of very
wide tuning include external cavity lasers and vertical
cavity lasers (see Section 4.7). Ultimately, the tuning
range is of course limited by the width of the gain curve.



More details on various tunable laser types can be found
in Ref. 17.

4.7. Vertical Cavity Surface-Emitting Lasers

In a vertical cavity surface-emitting laser (VCSEL), the
direction of lasing is perpendicular to the active layer.
Since this means that the active cavity is very short,
it follows from Eq. (8) that very high end-reflectivities
are required. Such high reflectivities can be achieved by
having a stack consisting of a large number of layers with
alternating high and low refractive index.

It is a considerable advantage of the short cavity that
only one longitudinal mode exists because of the resulting
wide modespacing [cf. Egs. (3) and (4)]. This means that
a VCSEL by its nature is a single frequency laser. Other
major advantages include: the possibility of matching the
laser spot size to that of a fiber, making coupling simpler
and more efficient, and the use of on-wafer testing in the
fabrication process. See Ref. 18 for more details and a
review.

The various advantages of GaAs VCSELs make
them highly suitable as relatively low-cost transmitters
in short-distance systems operating at relatively short
wavelengths, such as data links. The technology for
VCSELs operating at the “telecoms” wavelength of 1300
and 1550 nm has proved to be considerably more difficult.
One possible way of overcoming some of the problems is the
use of 980-nm lasers for optical pumping as an alternative
to electrical pumping.

Tunable VCSELs have been fabricated by incorporating
an electrostatically deformable reflecting membrane at
one end of the laser. A tuning range of up to 50 nm is
then achieved by a simple voltage control of the cavity
length [19].

4.8. Related Optical Components

A number of optical components are related to semicon-
ductor lasers, because they are either of a similar structure
or used together with semiconductor lasers:

Pump Lasers. Fiber amplifiers, used in long-haul
linkage, require high-power optical pumping at
specific wavelengths, usually 980 or 1480 nm. The
pump power is supplied by specially designed high-
power semiconductor lasers.

Semiconductor Optical Amplifiers (SOAs). These
amplifiers are an alternative to fiber amplifiers and
are very similar to lasers in structures. However,
lasing is suppressed because SOA facet reflectivity
is very low. Whereas SOAs can be integrated with
other semiconductor components (see Fig.5), the
low coupling efficiency to fibers makes them less
attractive for use as inline amplifiers in transmission
systems.

Modulators. At data rates of 2.5 Gbps, directly mod-
ulated semiconductor lasers can be used, but direct
modulation becomes increasingly problematic as the
data rate increases, thus making dedicated modu-
lators attractive in high data rate systems. Mod-
ulators are made from LiNbO;s; or semiconductors.
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Semiconductor-based electroabsorption modulators
may be integrated with other elements, including
lasers (see Fig. 5).

4.9. Packaging and Modules

In order to provide a fixed and robust coupling from a
semiconductor laser to an optical fiber, the laser must be
supplied in a suitably designed package. In addition to the
coupling optics, a laser package may contain several of the
following additional elements:

An optical isolator to prevent instabilities in the laser
operation due to external reflection

A thermoelectric element to keep the laser temperature
constant and prevent wavelength drift caused by
variations in the ambient temperature

Drive electronics to provide bias current and modula-
tion, in the case of external modulation a separate
modulator may also be included

A monitor detector for control of the optical power from
the laser

An example of a laser module is shown in Fig. 8.
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1. INTRODUCTION

Optical transport networks have been deployed around
the world for many years. As an article [1] in Nature
indicated, the theoretical maximum bandwidth of a
typical optical fiber in access networks is estimated
to be about 150 Tbps (terabits per second). Even
though it may be hard to estimate if this “glass
ceiling” of 150 Tbps will actually hold, the speed of
commercial transport systems has already been reaching
40 Gbps (i.e., OC'-768) in synchronous optical networks
(SONETS). On the other hand, dense wavelength-division
multiplexing (DWDM) systems can deliver information
in a number of wavelengths in one optical fiber. NEC?
was successful in transmitting 10.92 Tbps in a 117-km-
long fiber with 273 wavelength channels at 40 Gbps
per channel data rate. With 40 Gbps channels, we
need 3750 channels to reach this fiber bandwidth
limit. In the case that if we will be able to build a
futuristic 160-Gbps channel, 900 channels will suffice
to reach this limit. The technology of the optical
transport system has been evolving rapidly. Obviously,
the switching nodes are the bottlenecks in today’s
optical networks. Without optical logic technology, the
switching nodes need to undergo signal conversions from
photons to electrons in order to switch packets to their
respective outgoing ports. Thereafter, the packets will be
converted and delivered in the form of photons. As of
today, all SONET optical switching systems carry out
optical—electrical—optical (OEO) conversions.

LOC-N stands for optical carrier digital signal rate of N x
53 Mbps in SONET.

2NEC announced the DWDM transmission capacity world record
on March 22, 2001. Exactly one year later, Lucent announced the
transmission distance world record of 4000 km with 64 channels
running 40 Gbps on March 22, 2002.



Active research on optical switches has been carried out
with the goal of constructing all-optical networks that do
not require any OEO conversions. A switching core may
need to switch information from L incoming fibers to L out-
going fibers. Each fiber carries multiple, W, wavelength
channels of information with the DWDM technology.
Therefore, the designs of the optical cross-connects (OXCs)
are getting complicated with the rapidly increasing num-
ber of wavelength channels per fiber. The architectural
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designs of OXCs are in two dimensions that involve the
space and wavelength-switching domains [2,4—6]. That is,
an ultimate OXC design should switch information from
one particular wavelength channel at an input port to a
specific output port with a selected outgoing wavelength
channel. Therefore, given an N x N optical cross connect
design, then N > L - W is required to provide an internally
nonblocking switching matrix for any wavelength channel
to any fiber. Figure 1a shows a system design of an OXC

Ay Apreeer Aigets Aoy

My Agrerer Aigts Aoy

Figure 1. (a) Nonblocking OXC; (b) blocking
3-stage OXC.
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with two incoming fibers and two outgoing fibers. We need
to install wavelength filters and converters to produce a
flexible design. Unfortunately, the cost of those convert-
ers is expensive. Traditionally, the Clos networks [3] are
nonblocking multistage circuit-switched networks in the
electronic domain. The alternative multistage design, as
shown in Fig. 1b, has lower cost without any wavelength
converters; however, it is not a nonblocking architecture.
In this article, we discuss different architectural designs
of the OXCs from a system perspective with consideration
for device constraints.

2. DESIGN CONSTRAINTS

The performance of the next-generation all-optical net-
works relates to the optical properties and the func-
tionalities of optical devices, and hence the throughput
performance of the resulting OXC architectures. With
different characteristics of optical devices, the selection cri-
teria of the device components will definitely affect both the
design architecture and the performance of the resulting
optical cross-connects. Currently, the research on OXCs
is still at an early phase. There are several technologies
that are generally recognized to have the potential to con-
struct the next-generation optical switches. They include
the electrooptic, thermooptic, acoustooptic, thermobubble,
liquid crystals, optomechanical, and beam-steering tech-
nologies. Among the initial investigations, some device
level designs have already demonstrated that they are
excellent candidates to be the basic building blocks for
constructing the next-generation OXCs.

Before we describe the designs of optical switches,
we consider several limiting factors of optical devices
that may affect the architectural designs. With the wide
bandwidth for transporting optical signals in fibers, the
switching rate in OXC will be a limiting factor on the signal
transfer rate. The switching time is determined through
the rate of changing states on forwarding or detouring
optical signals in devices. It may fall in the range from
nanoseconds to milliseconds. The smaller the switching
time, the better it is. It determines the information
transfer rate in terms of bits, packets, and bursts.
Moreover, it also indicates if the resulting optical networks
can operate with circuit-switching, packet-switching, or
burst-switching technology. Apart from switching time,
port count, reliability, size, and cost are important design
criteria with the space and wavelength switching in
optical networks.

The overall loss budget is an important criterion that
determines the power consumption and the placements
of the optical amplifiers. There are different loss factors
that include insertion loss, crosstalk, chromatic dispersion,
polarization-dependent loss (PDL), and polarization-mode
dispersion (PMD). Moreover, some architectures may
be wavelength-dependent, and some may have a wide
variation of losses between ports. In general, the maximum
loss budget for an OXC should be around 25-30 dB.
Therefore, it is seldom justifiable to create multistage
networks if the per stage module has a high loss factor;
otherwise, we need to provide signal amplification between
stages. In the following, we focus on reviewing some

important parameters: the insertion loss, crosstalk and
switching time.

2.1. Insertion Loss

Whenever a photonic device is introduced in a lightpath,
it introduces an insertion loss due to the mismatch at
the interface. Ideally, it should be as small as possible in
order to minimize the total loss budget, especially if the
optical signal needs to travel through multiple OXCs. It is
also important to determine a switching module that has
uniform loss distribution with different interconnection
patterns. If the insertion loss changes with different
interconnection patterns, then a variable equalizer is
required between switching stages. The resulting design
is undesirable for it complicates the system control and
increases the cost of the switch.

Free-space optical systems have the lowest insertion
loss. For example, the microelectromechanical systems
(MEMSs) belong to the optomechanical design class. The
insertion loss of a MEMS OXC can reach as low as 1 dB. It
is usually in the range from 1 to 6 dB depending on the size
of the MEMS switch. Liquid crystal electrooptic is another
switching technology for constructing OXCs. Its insertion
loss is comparable to the MEMS switch as it can also reach
1 dB loss [23]. However, polarization loss may occur in the
liquid crystal module. It relates to the Fresnel reflection
on the glass—air interface and it can be as high as 3 dB.
The Fresnel reflection occurs at a planar junction of two
materials that have different refractive indices and is not
a function of the angle of incidence. There are currently
no reports on building large-scale liquid crystal switches.

For the other device technologies, for example, the
insertion loss of thermooptic switches is usually in
the range of 6.6—9 dB;® the lithium niobate (LiNbOs)
electrooptic switch* has an insertion loss of <9 dB. There
has been some steady progress on improving both of these
technologies. We can find moderately sized OXCs with
these technologies in the market. However, the insertion
loss is still considered to be comparatively high for next-
generation large-scale OXCs. As a result, the LiNbO;
switch is usually used in the external modulation rather
than in the lightpath routing. This is because the external
modulated information is usually amplified before it is
transmitted.

2.2. Crosstalk

Crosstalk may be caused by either interference from
signals on different wavelengths, the interband crosstalk,
or interference from signals on the same wavelength on
another source, the intraband crosstalk. Interband usually
determines the channel spacing. Intraband -crosstalk
usually occurs in switching nodes where multiple signals

3The insertion loss of the 8 x 8 switch using a thermooptic
Mach-Zehnder interferometer is <8 dB from NTT Electronics
at http: //www.nel-dwdm.com / profile/ profile.html. Its switching
speed is < 3 ms.

4The insertion loss of the 8 x 8 crossbar switch using LiNbO3
planar lightwave circuit is <9 dB from Lynx Photonic Networks
at http: //www.lynxpn.com/. Its switching speed is <5 ns.



on the same wavelength are being switched from different
inputs to different outputs. The degree of intraband
crosstalk depends on the switch architectures.

In an optical device, crosstalk happens when a portion
of the input signal “leaks” into another signal as they
copropagate through the switch fabric. The ratio of
the power at the unselected output port over the total
input power in a switch element is referred to as the
crosstalk ratio of the switch, since crosstalk is the
noise usually introduced from the nearby connections.
Therefore, crosstalk is usually more serious if the switch
architecture design is complicated, especially if it has a
large number of ports and connections. Since crosstalk
measures the power of the loss signal to the input signal
power [4—6], it is desirable if the value of crosstalk is as
negative as possible in decibels.

With free-space optomechanical designs, MEMS optical
switches provide the best crosstalk performance among
all switching fabric technologies. Its crosstalk is in the
range of —55 to —60 dB [29—33]. Besides, liquid crystal
provides excellent insertion loss performance, and the
crosstalk can reach —48 dB in general. There was a
report on constructing an 8 x 8 crossbar liquid crystal
switch with 1 x 8 switch arrays and the crosstalk could
reach —59.5 dB [18,22,23]. This result is comparable to the
MEMS switches. Unfortunately, there are still difficulties
in building large-scale liquid crystal crossbar switches
with the tradeoff between loss uniformity and the crosstalk
level. Nevertheless, the liquid crystal switching technique
is expected to improve with time, and is considered as a
good candidate for building optical switching modules.

For the silica-based thermooptic switch using double-
Mach—Zehnder interferometer (MZI) waveguide units,
the crosstalk can reach —43 dB through a sophisticated
hardware architecture design. There is a tradeoff between
hardware complexity and the crosstalk level. To achieve
this excellent crosstalk performance, we need to increase
the hardware complexity by interconnecting 256 double-
MZI units for a 16 x 16 silica thermooptic switch [12].
The resulting switch had an insertion loss and extinction
ratio® of 17.5 and 32.9 dB, respectively. It will not be a
cost-effective approach to construct an OXC with a large
port count with thermooptic waveguide designs.

Some LiNbO; electrooptic switches are wused to
construct directional couplers by altering the refractive
index of the waveguide with electric energy. These
directional couplers were initially considered to have the
potential to construct multi-stage switching networks.
However, they cannot be used for OXCs because they
have poor crosstalk isolation and a large insertion loss.
On the other hand, there are LiNbO3 acoustooptic tunable
switches (AOTS). Acoustooptic switching technology uses
surface acoustic waves to generate birefringence grating
and alter the polarization of a lightbeam. Switching occurs
at high speed, and it can reach as low as 3 us.® An
AOTS introduces about 5—6 dB insertion loss; however,

5 The extinction ratio is defined as the ratio of the optical power
transmitted for a bit “0” to the power transmitted for a bit “1.”
6This is the 1x 300 demultiplexer reported by the Light
Management Group at http: // www.lmgr.net /.
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its crosstalk ratio is about —20 dB [11-13]. The crosstalk
of a single-channel acoustooptic 1 x 300 demultiplexer can
reach about —35 dB. AOTS suffers both interband and
intraband crosstalk. A double-stage devices or weighted
coupling schemes may be required to reduce intraband
crosstalk. Since interchannel interference may create
intrinsic modulation of the transmitted signal, it affects
the bit error rate (BIT) performance, and hence the device
may not be working for long-haul optical systems. Both of
these electrooptic and acoustooptic LiNbO3 devices have
yet to demonstrate that they can be used to build large-
scale OXCs. Therefore, only small-scale OXCs [13] can be
found in the market with these technologies. All in all, the
optomechanical switch provides the best performance in
crosstalk level compared to the other technologies.

2.3. Switching Time

The switching time describes the time it takes for a switch
to establish an interconnection pattern. The desirable
value must be as small as possible. As the data rate exceeds
10 Gbps per wavelength, a submicrosecond switching
time is necessary to provide dynamic path provisioning,
grooming, and path restoration on failure. This is an
important parameter that determines the performance of
future optical networks. Today’s optical core networks are
configured statically. When the optical device is able to
switch states actively, future optical core networks are
expected to provide dynamic path routing capability.

Among all the switch fabric technologies, the electroop-
tic switches have the fastest switching time compared to
the other two technologies. The LiNbO3; and semiconduc-
tor optical amplifier (SOA) switches are able to switch
in the range of nanosecond response time. As discussed
before, the LiNbOj device is suitable only for providing
external modulations.

On the other hand, the thermooptic switch offers a
switch time within the range of 1 ms. This response
time is acceptable in optical path-switching applications.
Unfortunately, the thermooptic switch’s insertion loss is
also considered to be too high when designing a large-
scale switch. On the other hand, the mechanical switches,
for example, fiber bundle switches [7], can achieve a good
crosstalk level as well as low insertion loss. However,
these fiber bundle mechanical switches usually have slow
switching times. Fortunately, with the introduction of
MEMS optical switching systems, apart from having
excellent crosstalk ratio and low insertion loss, good
mechanical design can also lead to good switching time,
such as 700 ps [36]. At the moment, MEMS becomes the
most appealing switch fabric technology for designing
large-scale OXCs for future optical networks. In Table 1,
we outline the characteristics of different available optical
device technologies for building OXCs.

On concluding this part, we would like to outline the
basic requirements for designing the OXCs as follows.
The design should have (1) low insertion loss (typically
<1dB), (2)low crosstalk (typically <—50 dB), (3)low
polarization-dependent loss (PDL), (4) switching time
faster than or, at least, equal to millisecond range, (5) low
power consumption, (6)long-term reliability, (7) small
size, (8) low cost, (9) scalability to large port count, and
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Table 1. Comparisons Between Different Optical Device Technologies

Guided-Wave Guided-Wave
Free-Space Integrated Optics Active Component
Liquid Thermooptic, Semiconductor
MEMS Crystal Bubble Electrooptic Optical Amplifier
Switching time 1-10 ms 2-5 ms® 1-10 ms nsec nsec
Insertion loss Very good Moderate Moderate Moderate Acceptable
Crosstalk Very good Average Average Acceptable Acceptable
Polarization-dependent loss Good Good Good Acceptable Acceptable
Wavelength dependence Good Good Average Average Acceptable
Bit rate transparency Good Good Good Good Good
Power consumption Good Good Bad Good Bad
Expandability/size Large Moderate Small Small Small

“There was a report that could have a switching time of ~35 pus. However, the commercial products are usually in microseconds.

(10) self-holding or latching mechanism design. Since the
total loss should be less than 30 dB, it then also limits the
number of cascaded modules in the architectural design.

3. PROMISING SWITCHING FABRIC TECHNOLOGIES

Optical cross-connects can be classified into two broad
classes: active and passive. Without optical logic devices,
today’s optical network can only offer a high-speed and
large capacity transport system. Hence the optical routing
paths are comparatively static and mostly preconfigured
through the optical add/drop multiplexers (OADMs). In
the near future, we expect higher deployments of
the passive OXCs. These passive OXCs are usually
designed with traditional doped waveguide technology.
The switching characteristics are predefined and fixed;
that is, an output signal pattern depends on the
architectural design of a passive OXC and a specific
arriving input signal pattern. In contrast, the switching
points in active OXCs should be set according to the
destination ports of the incoming signals. Most of the
available technologies for constructing active OXCs are
listed in Table 1. In Section 3.1, we will discuss the
design of passive OXCs using arrayed waveguide gratings
(AWGs). The technologies for constructing active OXCs is
different from those for passive OXCs, and the designs can
be found in Section 3.2.

3.1. Passive Optical Cross-Connects

Bulk optic or all-fiber filters and devices are used in a
number of WDM applications. With the improvement
of technology, the trend is to move toward monolithic
integration of devices and components. One of those
generic devices is the arrayed waveguide grating (AWGQG)
multiplexer, also known as waveguide grating router
(WGR). DWDM networks permit large capacity optical
signal transfer. AWG can be used to split and combine
optical signals of different wavelengths in the systems.
The silica AWG allows the fusion splice of fiber to chip;
however, it has low-contrast waveguide structure and its
size is relatively large [8]. The AWG device can also be
fabricated on indium phosphide (InP) [8] that provides
high-index contrast and it is suitable for large-scale system
integration. As shown in Fig. 2, an AWG [4-6,9] consists of

two free-space couplers connected by a grating array. The
first coupler has N inputs and N’ outputs (where N < N'),
while the second one has N’ inputs and N outputs. For the
first coupler, there is a regular angular distance between
any adjacent input ports. Similarly, there is also another
regular angular separation between any adjacent output
arrayed waveguides. The setup of the second coupler
is simply a mirror image of the first one. The grating
array between couplers consists of N’ waveguides, with
lengths lo,11,...,In—1, where [y <l <--- <lIlpy_1. The
length difference between any two adjacent waveguides
is constant. The constant difference in the lengths of
the waveguides creates a phase difference in adjacent
waveguides. This phase shift depends on the propagation
constant in the waveguide, the effective refractive index
of the waveguide, and the wavelength of the light. At the
input of the second star coupler, the phase difference in
the signal will be such that the signal will constructively
recombine only at a single output port.

With this design, two signals of the same wavelength
coming from two different input ports will not interfere
with each other in the grating because of an additional
phase difference created by the distance between any
two input ports. The two signals will be combined in
the grating but will be separated again in the second
coupler and directed to different outputs. AWGs have been
successfully demonstrated for a number of WDM enabling
devices that include multiplexers, demultiplexers, channel
dropping filters/equalizers, and tunable lasers.

Several important fundamental properties of AWGs
enable the construction of passive OXCs [10]:

Arrayed
waveguides

Output
waveguides

Figure 2. Arrayed waveguide grating (AWG).
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Figure 3. Routing properties of AWG.

1. Reciprocity (Fig. 3a). If a signal of a wavelength 5. Symmetry (Fig. 3e). If an input signal enters port i
propagates from one input port to an output port, and leaves port j, then any input signal of the same
then any signal of the same wavelength injected wavelength entering from port j will leave the AWG
at that output port will propagate backward to the from the port i.

input port in exactly the same way.

As an example, the wavelength routing assignments

2. Periodicity in Frequency (Fig. 3b). A given frequency of an AWG are shown in Fig. 3f It is a 4 x 4 AWG

bandwidth may contain a number of wavelength
channels. If all these wavelength channels in that
frequency range follow the same transfer function

with four wavelength channels in an FSR, specifically,
N =W = 4. The four incoming ports are identified with
w, x, y, and z from top to bottom. Assuming that ¢

in a device, then this frequency period is known as is zero and observing the top input port, then for an
f’“ ee spectral range (FSR). An N x N AWG has N incoming wavelength numbered zero, w,, the outgoing
input and output ports, and supports W wavelength port is [(w — i +¢) mod N] = 0, the top output port, with

channels, denoted by the sets N'={0,1,...,N -1}, the periodicity property. With the cyclic wavelength-
and W=1{0,1,...,W—1} in an FSR, respectively. shifting property, we can arrange all four w wavelength
In general, W= N. Within an FSR, the wavelength channels sequentially at the outgoing ports as shown.
channels have constant-frequency spacing instead Then observing the second top input port, the incoming
of constant-wavelength spacing. For the periodicity wavelength numbered zero, xy, goes to the outgoing port
property, a wavelength signal w € W enters an input [(—1) mod 4] =3 from the cyclic port-shifting property.
port i € N'is delivered to an output port [(w — i +¢) The other wavelength channels can then be arranged
mod NJ]. This ¢ is an integer known as the FSR with both the cyclic wavelength-shifting and cyclic port-
constant that depends on the selection of the FSR. shifting properties. The resulting wavelength assignment

3. Cyclic Wavelength Shifting (Fig. 3c). If an input
signal of wavelength w leaves AWG from port j,
then any input signal of wavelength w + 1 entering
the same port leaves the AWG from port [(j+ 1)

is shown in Fig. 3f. Moreover, it also satisfies the
symmetry property.

There is a channel spacing concept in AWGs that
allows more flexible wavelength assignments with the
AWGs. In the following, a system with channel spacing

modN]. o _ ' _ of £ is considered. From architectural point of view,
4. Cyclic Port Shifting (Fig.3d). If an input signal two successive wavelengths that enter the same input
enters port i and leaves AWG from port j, then any port will be routed to two output ports x and x+ k&

input signal of the same wavelength entering port with the wavelength-shifting property. From the setup
[+ 1) mod N] leaves the AWG from port [(j — 1) of wavelength channels in an FSR, the two output

mod NJ.

portsare [x=(w —i+c)modN]and [x +k=(w+k—1i+
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¢) mod N] with the periodicity property. This implies a
spacing k& between two successive wavelength channels at
the input. Therefore, a wavelength set S is said to have a
channel spacing of & if S={(s +ik) mod N:0 <i < |S|} C
W, for an s € S.

3.1.1. Compatible Ports. In order to have an AWG to
perform as an OXC, we need to explore different routing
properties that enable an AWG to do switching. Since
one fiber can carry multiple wavelength channels, only
some subsets of the N ports should be used for inputs and
outputs. Given an N x N AWG with L incoming fibers,
and if each fiber carries a set of wavelength channels W,
where [W| = W, then we have N > L - W for the AWG to
do proper switching.

A set of compatible ports P is defined with respect to
W if for any pair of wavelengths in W that enter any two
ports in P will be routed to two different output ports. With
this compatible port concept, all incoming signals can be
routed to some predetermined outgoing ports, and that will
be useful for designing a passive OXC. In the following,
two different cases for compatible ports will be examined.
Given N=1{0,...,N -1}, [W| =Wand N > L - W for both
of them, P = {p; ¢ N:0 <i < L — 1} is defined as a set of L
ports for L incoming fibers.

First, considering a channel spacing of 1,if N =8, W =
4, and L = 2, then we have P = {po, p1 € N}. One possible
arrangement of both the {po, p1}, where 0 <po <p; <N,
can be found in Fig. 4a if ¢ = 0. Mathematically, P is
compatible with respect to W if and only if p; —p;_1 > W,
foralll <i <L -—1,andpr 1 —po <N — W. In particular,
if N=LW, then P is compatible with respect to W if
and only if P has an equal spacing of W. Second, if the
channel spacing is L and N is a multiple of L, then the set
of compatible port is P = {p;, pj € N:p; mod L # p; mod L,
V0 <i<j<L-—1}. The corresponding example can be
found in Fig. 4b.

3.1.2. Self-Blocking Ports. With a selected set of
compatible ports, only certain numbers of input and
output ports are used. If some idle ports can be used
for intermediate processing, then the number of AWGs
may be possibly reduced to construct an OXC. For this
purpose, a set of input ports P is defined as self-blocking
with respect to Wif they are mutually exclusive with their
outgoing ports: PN{(w —i+c) mod N:i € P,w € W} =0.
This implies that the same set of self-blocking input ports
of an AWG switch can be used as the output set and should
not be used for any intermediate processing. An example
shown in Fig. 4c has parametersc =1, W =4, and N =5,
and the top link is the self-blocking port.

It is desirable to construct a passive OXC with one AWG
having such a set of input ports that is both compatible and
self-blocking. For L incoming fibers, a necessary condition
for the existence of L self-blocking and compatible ports
with respect to Wis N > L - (W + 1).

3.1.3. Compatible and Self-Blocking Ports. In order to
design a preconfigured architecture with one AWG, it will
be desirable to find a set of ports P that is both compatible
and self-blocking with respect to W:

(@) wy, wy, Wy, wz3—{pg (1)— wy (b) wo, Wp, Wy, We—{pg ?— Wo
N — W Xos X, X4, X5 | P1 )
7 2 Wy 7 2~ W,
7 - Ws ] ~ Xo
Xo, X1, X, X3—| P4 —Xo ] - Wy
— - X — - X,
X W,
] — X2 N ~ We
1 N-1FX3 1 N1 X
where wy = X where wy = X,
Wy =Xq Wo = Xo
W2 = x2 W4 = X4
W3 = X3 We = X
(€) wy, wy, Wy, Wa—| (0] (d) wy, wy, w, o~ O
— 1wy —{~0 1 Wy
] 21— Wy ] 21— Wy
N 3 W 7 - W
] 4 w3 X0, X1, Xo P4 [~
— - Xo
- — X4
~ N-1F X
where wy =X,
wy =X
Wy = Xp
(e) wp, Wo, Wy {py (1)—
Xgs Xo, X4 = P1 B
0) X2, X4 ol wy
- - Xy
— - Wy
- - Xo
— - Wy
4 N1
where wy =X,
Wy = Xp
Wy =X,

Figure 4. (a) Compatible ports with 2 = 1; (b) compatible ports
with & = 2; (e) self-blocking port; (d) compatible and self-blocking
ports with 2 = 1; (e) compatible and self-blocking ports with 2 = 2.

1. P is invariable with respect to some wavelength
we¢w
2. P is compatible with respect to WU {w}.

The invariable principle states that both the input and
output ports are identical with respect to a specific
wavelength w that is not in W. The final design of the
OXC includes the wavelength channels that are delivered
to the set of compatible ports excluding the invariable
ports with respect to w. These invariable ports are then
the self-blocking ports with respect to W.

As shown in Fig. 4d, a derived set of compatible and
self-blocking ports is shown if the channel spacing is 1.
This can be easily modified from the set of compatible
ports shown in Fig. 4a. Mathematically, if N is a multiple
of (W+1), then the set of input ports can be described
as P={i:0<i<N,imod (W+ 1) =q} for some 0 <qg <
wW.If

[w—2g+1)+clmod (W+1)=0

then P is compatible and self-blocking with respect to
W. On the other hand, when the channel spacing is L,
then W= {(w + Lx) mod N:0 <x < W} for some integer
w and 0 <w <N — 1. A possible configuration can be
found in Fig. 4e, which can be easily obtained from
Fig. 4d. Mathematically, if N is a multiple of L, then
P={(@+i) mod N:0 <i<L -1}, for some 0 <q <N, is



compatible and self-blocking with respect to W if
[w—2g+2L —-1)+cJ]mod N =0

or
[w+LW-1)—2g—1)+clmod N = 0.

Detailed proofs can be found in Wan’s treatise [10].

3.1.4. Implementations of Passive OXCs with AWGs. In
this subsection, designs of different OXCs with AWGs
will be discussed. It is assumed that there are L input
fibers and each of them carries W wavelength channels. A
design shown in Fig. 5a is equivalent to the one in Fig. 1b
with L = W, a number of multiplexers, demultiplexers,
and space switches. From Fig. 5b, only two AWGs are
required to build a 2-line 4-wavelength OXC if the channel
spacing is 1. The drawbacks are that some complicated
crossover links must be set up between AWGs and the
2 x 2 space-switching modules. The designs of these 2 x 2
space-switching modules can be found in Section 3.2.

On careful investigation, there is a simple way to
improve that design by selecting a wavelength set W
with channel spacing L, where N is a multiple of L
and L is even. As shown in Fig. 4b, a set of compatible
ports, P={(g+i) mod N:0 <i < L} forsome0 < q <N, is
selected. Another desired requirement is to make sure that

(a)
A1y A2y Aw—1, Aw

L=W
Fibers

A Layer
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no waveguides are required to connect the top and bottom
portions of an AWG to a space switch. This is achievable
if any wavelength w from port [(¢ +L — 1) mod N] is
routed to a port that is a multiple of L, specifically,
{lw—(@+L—-1) mod N +c] mod N} mod L =0. An OXC
can be built as long as q is selected such that (w +c¢c+1 —q)
mod L =0 is satisfied. If w=c=0 and ¢ =3, then a
cascaded configuration of a 2-line 4-wavelength OXC with
a channel spacing of 2 is as shown in Fig. 5c.

So far, two AWGs are needed to build the designs
shown in Fig. 5b,c. There are unused ports on the input
sides in these designs. If a set of compatible and self-
blocking ports with respect to W can be formulated as
shown in Fig. 4d, then only one AWG with loopback links
can be constructed as an OXC. Given N > L (W + 1),
the AWG operates as a multiplexer and demultiplexer
in an OXC with the symmetric property. Furthermore,
it may even reduce the insertion loss’ in a single-AWG
design. The AWG initially demultiplexes the L input fibers
into L - W wavelength components. For those L identical
wavelength channels, there is an L x L space switch. By
taking advantage of the symmetric property, the signals
can be rerouted to the input channels of the AWG. These

7The insertion loss of a 1-fiber 40-channel AWG from NTT
Electronics is at worst 6 dB.

ﬁ

Figure 5. Optical cross-connects with AWGs.
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multiple wavelength channels can then be remultiplexed
at the L output ports. An example can be found in
Fig. 5d with only one AWG. In this design, N is equal to
L - (W + 1) to minimize the cost, and the channel spacing is
1. To characterize the architecture mathematically, there
is a set of compatible and self-blocking ports, P = {0 <
i <N:i mod (W+ 1) = g} with respect to the wavelength
channels, W = {(w + x) mod N:0 < x < W}. Provided [w —
29+ 1) +clmod (W+1)=0forsome0 <w <N and 0 <
q < W, we obtain a passive loopback 2-line 4-wavelength
OXC as shown in Fig. 5d withw =0,¢c =1,q = 4.

The design of a loopback architecture is effective on port
utilization of an AWG. However, it may not be desirable
to construct those recirculating fibers from switches to
the input side of the AWG. Therefore, there is a foldback
design as shown in Fig. 5e. In this design with N > 2LW,
a set of double-sized compatible ports with respect to W
is required. Suppose that P; and P, are the sets of L
input and L output ports, respectively. It is desirable
for P to be the set of compatible ports if P = P; U Ps.
Similar to the last design of OXC, the AWG initially
demultiplexes incoming signals into L-W wavelength
components. Subsequently, an L x L space switch does
the proper signal switching for each wavelength channel.
In this design, a switch accepts the wavelength signals
from a set of L input ports, {(w —i+c) mod N:i € P},
and delivers the signals to another set of L output ports,
{(w —1i+c) mod N:i € Ps}. The design makes use of both
the reciprocal and symmetry properties by folding back
wavelength signals onto the L output lines. The final
foldback design without any crossovers is found in Fig. 5e
with w =0, c=1, and ¢ =4 for a 2-line 3-wavelength
OXC. However, there are certain input ports that are not
used to construct an OXC. This is the only drawback in
this design.

3.2. Active Optical Cross-Connects

Space-switching architectural designs have been created
since the invention of the telephone. Currently, space-
switching architectures are quite mature. Unfortunately,
these space-switching designs cannot be applicable to
the optical domain because of unavailable optical logic
and storage devices. These architectures are still useful
mostly in constructing large-scale electronic switches.
They probably can provide only a limited number of
stages on switch expansions because of the loss issues
in the optical domain. In the following, we outline the
designs of several optical cross-connects that are based
on three of the latest popular optical device technologies.
The designs of these OXCs are still closely related to the
device technology. They are built with the liquid crystal,
thermobubble/thermocapillary and MEMS technologies.

3.2.1. Liquid Crystal Switches. Despite the name given,
liquid crystals [18—23] are not truly liquid. They exist in
a state between liquid and solid called mesophasic. A
liquid crystal molecule has an elongated shape, and is
often represented as a rod. Under the proper conditions,
the orientation of these molecules can be changed so that
they face in a certain direction. The orientation can affect

the optical properties of the liquid crystal, which in turn
affects the polarization of the light passing through it.

There are several types of liquid crystals, including
nematic, discotic, cholesteric, and various kinds of
smectic phases, which can be characterized by different
arrangements of the molecules. Utilizing a magnetic or
electric field can often change the optical properties of a
liquid crystal. Liquid crystal switches have low insertion
loss and excellent performance at the same time. A major
advantage with the liquid crystal is its ability to add and
drop different colors of light without having to demultiplex
all wavelengths of the incoming signal.

In constructing basic liquid crystal switching modules,
an early result was reported [20]. The 1 x 2 splitter is
shown in Fig. 6a. The polarization beamsplitter (PBS) is
used for lowering crosstalk. It divides the input light into
two linearly polarized lightbeams. The twisted nematic
liquid crystal (TN-LC) provides polarization switching.
It provides 90° polarization rotation without an applied
voltage, but it keeps the original polarization with an
applied voltage. The function of the birefringent crystal
block (BRB) is for extraordinary wave walkoff. The
switching operations from one input to one of the two
output ports are shown in Fig. 6b,c.

In the following, an architectural design of multichan-
nel liquid crystal switches is described. There are three
different basic liquid crystal components that can be
used to construct a multistage interconnection of opti-
cal switches. These components are a 2 x 2 polarization
switch, an optical beam router, and a beam shifter.

The 2 x 2 polarization switch is shown in Fig. 7a,b.
It is constructed with the transmission-type twisted
nematic liquid crystal spatial light modulator (LC-SLM)
arrays. A thin nematic liquid crystal layer at the center
is surrounded by two glass plates that are bonded to
transparent electrodes, such as indium tin oxide. When it
is in OFF state, it rotates the light with a 90° polarization
angle. When it is oN, then no polarization state will be
changed. Therefore, the 2 x 2 polarization switch operates
like a switch between two orthogonal polarizations. For the
second component, the optical beam router, its operation
model is shown is Fig. 7c. Its goal is to exchange one of the
polarization components with a lightbeam that propagates
along an adjacent path. The PBS operates differently
on the two polarization orientations, the polarizations
that are parallel and perpendicular to the surface, the P
component and the S component. As shown in Fig. 7d,
a basic beam router is composed of five PBSs. Each of
these PBSs reflects only the S component of a projecting
lightbeam. With the arrangement of these PBSs, the two
adjacent S components will be exchanged on leaving the
beam router. However, this architecture requires high
accuracy in assembly in order to stabilize the coupling
loss. The third component is a beamshifter. Its functional
model and hardware construction are shown in Fig. 7ef,
respectively. A basic beamshifter consists of three PBSs.
Similar to the optical beam router, each PBS reflects only
the S component of the lightbeam. It uniformly displaces
one of the polarization components, and takes in another S
component from its adjacent beam path. After designing all
these basic components, we can move forward to construct



(a) PBS: Polarization beam splitter
BRB: Birefringent crystal block
TN-LC: Twisted nematic liquid crystal
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optical switch systems. Two optical switch architectures
are as shown in Fig. 8. They demonstrate the feasibility of
constructing multistage optical interconnection networks
with the liquid crystal technology. Currently, the size of
an optical liquid crystal switch will be limited because
of the physical construction, alignment, and the signal
loss issues.

In a relatively earlier design, the switching mechanism
with the liquid crystal switch was based on the total
internal reflection of the liquid crystal. A 2 x 2 switch
consists of two glass prisms of equal refractive index and

(e,d) optical beam router; (e,f) beamshifter.

base angle [18]. The inside face of both prisms have been
coated with a transparent electrode and thin polyamide
layer. The prisms are bonded together using an epoxy
edge seal loaded with spacers of the desired diameter in
the range of few micrometers. Liquid crystal with orr-state
alignment is introduced between the prisms by vacuum
filling, and the cell is sealed. The orr-state alignment of
the liquid crystal reflects light from the input port 1 back
to the output port 1. The on state is switched by applying
a voltage to the electrode. It changes the alignment of
the liquid crystal normal to the face of the prisms so that
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Figure 8. (a) 4 x 4 and (b) 8 x 8 optical switches.

light will be able to pass from input port 1 to output port
2 through the liquid crystal. However, this architecture
is not easily extensible to construct large-sized optical
switches. A design of 8 x 8 channels crossbar switch has
been proposed [19]. The switch uses an array of eight
1 x 8 liquid crystal switches for signal divergence and
eight 8 x 1 liquid crystal switches for signal convergence.
The switch performance of the 2 x 2 liquid crystal
switch [18] has an average transmit state crosstalk of
33 dB, and the switching speed is <5 ms. The insertion loss
obtained for the liquid crystal itselfis 0.5 dB, excluding the
Fresnel reflection at the glass—air interface and the 3 dB
polarization loss [18]. For the 4 x 4 switch, it experiences
an average crosstalk level of —22 dB and the insertion loss
is 0.8 dB. The switching time should be longer because it
is required to set up more electrodes along the switching
path. The 8 x 8 liquid crystal crossbar switch described by
Noguchi [19] has an average crosstalk level of —59.5 dB
and an insertion loss of 3.44 dB. The improvement of the
crosstalk level is due to the isolation of all the optical
signal paths within the switch by a set of 1 x 8 and 8 x 1
liquid crystal array. The increase in insertion loss is due
to the additional stage required within the switch body.

3.2.2. Bubble and Thermocapillary Switches. A bubble
switch developed by Agilent is based on low-cost thermal
inkjet bubble technology. The earliest report on bubble
switching was provided by Jackel et al. [24]. The design
concept of the basic bubble-switching component is simple.
There are two core paths for light transmission. These
two paths are crossing each other, and at the crosspoint,
there is a trench holding refractive index-matching fluid.
There is also a heater that makes the liquid boil, and
forms a bubble. In the switch, this bubble is critical
to reflecting the light onto a new path. When it forms,
the bubble displaces the fluid from the trench, which
makes the space more like air. It creates an interface
between the glass and the bubble that shifts the light
with the total internal reflection principle [25]. Even
though there are no moving parts in the systems, the
switching time for the device with the software control is
around 10 ms as reported by Fouquet. The commercialized
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32 x 32 two-dimensional crossbar switch from Agilent has
a specification of —50 dB crosstalk.

Bubble switches are usually made on glass waveguides.
The glass is etched to produce capillary channels
that contain index-matching fluid and air bubbles.
Usually, rough capillary walls are formed by reactive-
ion etching or acid etching of glass, and they produce
high scattering loss when the air bubble is located at the
waveguide intersection. Typical losses of 2.2 dB have been
reported [25] for glass waveguide devices. Switching in a
bubble switch is shown in Fig. 9.

Bubble switch operations rely on the heating processes
that create air bubbles in the index fluid. In order to keep
the bubbles at their positions, continuous power has to be
applied. On the other hand, there is a thermocapillary
process being developed [26—28]. As reported by Sato
et al., the structure of the thermocapillary switch is as
shown in Fig. 10. A deep trench is formed at each cross

Signal #2 (b) Generated by
thermal actuator Signal #1
Air bubble
Index fluid
Signal #1

S|gnal #2
Figure 9. Optical bubble switch operations:

(b) cross state.
Hea\ti\ /

Refractive index
matching oil

(a) bar state;

Figure 10. Thermocapillary switching module.



point of the waveguide cores. Refractive-index-matching
oil is injected into the trench, which is sealed by a glass lid.
The trench is half-filled with the oil; the other half, with a
bubble. On top of the trench, there is a pair of microheaters
to produce a thermal gradient along the trench. When the
oil is heated, the surface tension of the bubble on the
heater side is decreased, and then the bubble moves to
the side of the actuating heater with a capillary force.
This actuation mechanism with the thermal gradient is
called thermocapillary. When the bubble is located at
the cross point of the waveguides, the light is switched
into the crossing waveguide because of the total internal
reflection on the glass—air interface. This operation is
identical to the operating principle in the bubble switch.
However, the mechanism of the bubble action is completely
different. For example, the bubbles in Agilent’s switch are
created through heating, while in the thermocapillary
switch, the bubbles always exist and their motions are
activated through the capillary force. On the performance
side, this thermocapillary switch was reported to have an
insertion loss of ~4 dB [27]. However, the switching time
takes 50 ms to move the bubble for this specific design.
The advantage of this design is that the bubble will latch
on the wall and no extra power is required to keep it
stationary at that position.

Further improvement can be made on both thermobub-
ble and thermocapillary switches. In order to improve
the performance, there are polymer-based thermocapil-
lary switches. In this design, the fluid and air capillary
is formed by precision laser ablation yielding a much
smoother capillary wall. Optical surfaces achieved via
laser ablation result in a polymer waveguide. This design
has excellent insertion loss. The loss in the air bubble is
less than 0.2 dB. When index fluid fills the capillary at
the waveguide intersection, a loss of 0.1 dB is typical for
polymer waveguides and glass waveguides.

As of today, there are several firms working on
producing optical switches based on bubble technology. To
date, only two-dimensional crossbar switches have been
constructed with bubble technology.

3.2.3. Microelectromechanical ~ Systems. We  have
already discussed the constructions of optical switches
using the liquid crystal and bubble-switching technologies.
Both of them show promising research results and they
have the potential to be deployed for commercial use in the
near future. However, as of today, the only OXC designs
available on the market are made with the microelec-
tromechanical systems (MEMS) technology [29—-32], such
as Lucent’s LambdaRouter [33]. MEMS optical switches
are different from the conventional mechanical switches,
which are based on macroscopic bulk optics and utilize
the advantages of free-space optics. These conventional
mechanical switches suffer from large size and mass with
slow switching time.

With the introduction of MEMS technology, MEMS
optical switches not only retain their conventional advan-
tages of free-space optics such as low losses and low
crosstalk but also include additional advantages such
as small size, small mass, and submillisecond switch-
ing times. Furthermore, MEMS fabrication techniques
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allow integration of microoptics, microactuators, complex
micromechanical structures, and possibly microelectronics
on the same substrate to realize integrated microsystems.

For the MEMS devices, their operating units are
the micromirrors. The size of these mirrors may be as
small as several hundreds of micrometers, and they are
made with standard IC fabrication technology [32—38].
Since existing fabrication technology is quite mature,
the cost is low for constructing MEMS devices. At the
moment, there is a common fabrication process that
is well accepted and is known as MUMPs (multiuser
MEMS processes) from Cronos® for MEMS. The process
is composed of both bulk and surface micromachining.
Bulk micromachining, such as deep-silicon reactive-ion
etching (DRIE), helps set up the overall outlook of a
silicon system structure. The surface micromachining
and LIGA® processes create the details of the final
operating structure of a device. These MEMS optical
switches consist of many moving mirrors. Therefore,
there should be microactuators to drive or oscillate these
moving parts in the MEMS device. For example, there
may be moving micromirrors to switch laser beams
from one fiber to another. There are currently a variety
of methods to achieve these microactuation functions,
for example, electrostatic, electromagnetic, piezoelectric,
magnetostrictive, and thermal expansion. Currently, the
electrostatic mechanism is the most common and best-
developed method.

For the electrostatic actuators, several types of
designs are suitable for constructing OXCs: parallel-plate
capacitors, comb drives, and torsional bars. We roughly
review the designs of the parallel-plate and comb drive
mechanisms. The structure of a parallel-plate MEMS
device is shown in Fig. 11a. In general, for all parallel-plate
structures, the device stores some capacitance energy, that
is, W = CV?/2. When the plates move toward each other,
the work done by the attractive force between them can
be computed as a change in W with a displacement, x.
Therefore, the force can be computed as F = VZ(3C/dx)/2.
In the parallel-plate capacitor architecture, only attractive
forces can be generated. The design will be more attractive
if a larger force can be produced to carry out the heavier
workload. It is desirable to offer a larger change in
capacitance with respect to distance. This leads to the
development of the electrostatic comb drives as shown in
Fig. 11b. The comb drives consist of many interleaving
fingers. When a voltage is applied, an attractive force is
developed between fingers and they move toward each
other. With this structural design, there is an increase in
capacitance that is proportional to the number of fingers.
Therefore, the larger number of fingers can generate larger
forces. A potential problem is to carefully control the
lateral gaps between fingers. A finger may swing and
stick if the gaps are not identical on both sides.

As many reports [29—36] indicate, MEMS optical
switches are able to demonstrate their superiority in

8 Cronos is a division in JDS Uniphase.
9LIGA is a German acronym for lithography, electroplating, and
molding.
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most sophisticated and the largest 3D MEMS optical
switch available in the marketplace today. The delivery of
the 1024 x 1024 WaveStar LambdaRouter is expected by
the year 2002.

3.2.3.1. 2D MEMS Optical Switches. With the given
MEMS technology, many two-dimensional crossbar optical
switches were made. In this planar architecture, mirrors
are always arranged in a crossbar configuration as shown
in Fig. 12a. Each mirror has only two positions and is
placed at the intersections of lightpaths between the input
and output ports. They can be in either in the oN position
to reflect light or in the orr position to let light pass
uninterrupted. The binary nature of the mirror positions
greatly simplifies the control scheme. Typically, the
control circuitry consists of simple transistor—transistor
logic (TTL) gates and appropriate amplifiers to provide
adequate voltage levels to actuate the mirrors. For
an N x N switch, a total of N? mirrors are required
to implement a strictly nonblocking optical crossbar
switch fabric. For example, a 16 x 16-port switch will
require 256 mirrors. Moreover, the capability of signal
resynchronization within an optical switch is not possible,

S

AN

-

d

Figure 11. Electrostatic designs: (a) parallel-plate capacitor,
(b) comb drives.

the areas of scalability, insertion loss, polarization-
dependent loss (PDL), wavelength dependency, small size,
low cost, crosstalk, switching speed, manufacturability,
serviceability, and long-term reliability. Among these
reports on system performance, the switching time is
~4 ms [33] with ~3 dB insertion loss. In general, we expect
that the switching time may fall within the range 1-10 ms,
and the insertion loss is between 1 and 6 dB. With steady
advancement of the latest fabrication technology, the
switching time will be performing even better in the future.
For example, the switching time is less than 1 ms when
scratch drive actuators are used [35].

In the following, we describe how MEMS technology
helps us to construct optical switches. There are currently
two broad approaches to implement MEMS optical
switches: 2D and 3D MEMS optical switches. Even
though both 2D and 3D MEMS optical switches operate
on micromirrors in crossbarlike architectures, there
are striking differences in terms of how the mirrors
are controlled and their ability to redirect lightbeams.
However, both of them have shown promise in finding
their niche in telecommunication networks. There are
already several large 2D MEMS optical switches in the
market. Lucent/Agere’s WaveStar LambdaRouter is the
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and the free-space beam propagation distances among
port-to-port switching are not constant. As a result, the
insertion loss due to Guassian beam propagation is not
uniform for all ports. Consequently, there are variations
in losses among ports. The minimum and maximum
insertion losses of AT&T’s 8 x 8 switch with scratch drive
actuators [36] are 3.1 and 3.5 dB, respectively. A simple
way to improve the system performance of a 2D crossbar
MEMS switch is to decrease the pitch size per mirror
unit. It can then reduce the pathlength differences and
signal loss as well as increase the port count in the 2D
MEMS switch. Certainly, this also leads to smaller mirror
size, which can cause signal loss due to the spreading
of the Guassian beam. Therefore, more sophisticated
and accurate fabrication may be needed to fabricate
these systems.

An alternative approach to increasing port count is to
interconnect smaller 2D MEMS switching modules to form
multistage networks, for example, the three-stage Clos
networks. However, this cascaded architecture typically
requires up to thousands of complex interconnects between
stages, thus decreasing serviceability of the overall
switching system. Up to the current stage, extensive
research is being performed on the device level. Yeow
et al. [39] investigated double-sided mirror design to
see if it can provide benefits in existing designs. A
planar L-switching matrix design [39] was proposed.
Figure 12b,c shows 2 x 2 and 4 x 4 L-switching matrices,
respectively. The longest-distance path, /145, in L-switching
matrix is always 25% shorter than that of the regular
two-dimensional crossbar switch; whereas the shortest-
distance path in the L-switching matrix, Iy, is always
about one-third of the [lj5,. As a result, when it is
compared to the regular crossbar switch, the maximum
path difference in the L-switching matrix grows slowly
with the number of input or output ports. It helps slow
down the impact of the loss nonuniformity issue [37,38]
in 2D MEMS switches due to the pathlength difference
problem. The current achievable port count of a 2D MEMS
crossbar switch is 32 x 32, whereas we expect that the L-
switching matrix should be able to scale to 64 x 64 without
installing collimators with varying focal lengths for the
system. Moreover, these L-switching modules can be used
to construct larger-sized Clos networks. Comparison of the
construction of three-stage Clos networks with that of the
regular 2D crossbar MEMS switches reveals that the one
with the L-switching matrix modules has substantially
reduced accumulated insertion loss by almost 57% with
the pathlength difference issue when only the pathlengths
within the switches are counted [39]. However, there are
shortcomings in the L-switching matrix; for instance, it
may not be possible to establish a new connection without
modifying existing connection configurations. Fortunately,
the number of paths between an input and an output may
have multiple possible paths. If the number of ports is N,
the number of possible paths can be N/2 for some cases.
As an example, you can find two setups for one set of
connection requests in Fig. 13.

3.2.3.2. 3D MEMS Optical Switches. All lightbeams
in a 2D MEMS switch reside on the same plane.
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Figure 13. Two path configurations for one set of connection
requests in a 4 x 4 L-switching module.

This arrangement usually results in unacceptable high
and uneven loss for large port counts. The 3D MEMS
switch [29,33] makes use of the three-dimensional space
as an interconnection region that allows scaling far beyond
32 ports with acceptable optical losses. These analog
or 3D MEMS switches have mirrors that can rotate
freely on two axes as shown in Fig. 14, and light can
be redirected precisely in space to multiple angles. The
port count would be limited only by insertion loss that
results from finite acceptance angle of fibers or lens.
Another advantage is that the differences in free-space
propagation distances among port-to-port switching are
much less dependent on the scaling of the port count.
Typically, the optical pathlength scales only as \/N instead
of N, so port counts of several thousands are achievable
with high uniformity in losses (<10 dB). Inevitably, much
more complex switch design and continuous analog control
are needed to improve stability and repeatability of the
mirror angles.

To design 3D MEMS optical switches, N or 2N mirrors
may be required. For example, Nortel Networks’ 3D
switching architecture [32,40] utilizes two sets of N
mirrors. The first plane of N mirrors redirect light from N
input fibers to the second plane of N mirrors. All mirrors
on the second plane are addressable by each mirror on
the first plane making nonblocking connections. In turn,
mirrors on the second plane can each be actively and
precisely controlled to redirect light into desired output
fibers with minimum insertion loss. On the other hand,
Lucent’s WaveStar MEMS switches, shown in Fig. 14,

Figure 14. 3D MEMS mirrors.
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use only N mirrors and a comparatively large and fixed
reflective mirror tilted toward the mirrors. Light from an
incoming fiber arrives at one 3D MEMS mirror and is
reflected to the large reflective mirror. Then the light will
return to another MEMS mirror on the same MEMS plane
and be sent to an outgoing fiber. Typically, the mirror can
rotate on two axes and is continuously controllable to tilt
by at most +£10° [30]. Moreover, the reported switching
module has a maximum insertion loss of 6 dB and a
switching time of <10 ms. This 3D optical architecture
clearly presents real hope for developing a scalable large-
port-count OXC. A WaveStar LambdaRouter with more
than one thousand ports is expected to be available
in 2002.

4. CONCLUDING REMARKS

Optical switches are the most important components in
the future all-optical networks. Numerous companies are
producing the next-generation optical switches. Since
the late 1990s, the properties of AWGs that allow
predefined path setup in the optical domain have been
more clearly understood. However, AWGs can provide a
platform only for constructing passive OXCs. Therefore,
the latest exciting research is on designing active OXCs.
At the moment, multiple technologies have been showing
promising results. Among them, 3D MEMS is the first one
to show exciting and promising results for designing large-
scale OXCs. Numerous issues still need to be investigated
to further improve the performance of 3D MEMS switches,
including the fabrication process, packaging, deposition
uniformity on small mirror surfaces, and analog tilting
open-loop and closed-loop control [30]. Until now, the
research has focused on device-level technology. Novel
architecture design on optical switches can also be
investigated from the system level with the learnt
hardware properties, for example, the L-switching matrix
design [39] by integrating different component structures
in one system design.
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1. INTRODUCTION

The major advances in optical technology have led
to the development of optical communication systems
and networks, beginning with long-haul communication
systems to metropolitan-area networks, even to access
networks, which are the final leg in communication
systems, in the form of fiber to the curb (FTTC), fiber
to the building (FTTB), and fiber to the home (FTTH).
There are a few reasons why optical networks are
considered as a solution for transmission infrastructure:

1. Optical networks can provide vast bandwidth with
low attenuation. Typically, optical systems use wave-
lengths in three ranges: previously 800—900 nm
and 1280-1350 nm, and currently 1510—1600 nm.
As a result of low attenuation, optical systems
require fewer repeaters or amplifiers. The poten-
tial bandwidth of optical signals (wavelengths) is
huge since the typical frequency is in the few hun-
dred terahertz (10'2). This means that the data
rate of optical systems can be much higher than
that of communication systems using frequencies in
the megahertz (10°) or gigahertz (10°) range. Cur-
rently, a single wavelength can operate at 10 Gbps
(gigabits per second), and even at 40 Gbps. Further-
more, using dense wavelength division-multiplexing
(DWDM) technology, it is possible to put many wave-
lengths into a single fiber. It is now possible to
multiplex 80—100 wavelengths, creating Thps capac-
ity per fiber.

2. Optical networks provide a transparency to protocol,
data format, and data rate. Thus, once a communi-
cation pipe is established between two client points,
optical networks are easily able to accommodate any
existing network protocols such as IP, ATM, and
SONET/SDH. In addition, an optical network can
carry data regardless of its format (e.g., analog or
digital) and its data rate.

3. Because of WDM technology and transparency,
optical networks can provide a cost-effective and
futureproof way to building the transport network.
As traffic demand grows, it is easy to upgrade
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Figure 1. Evolution of optical networks.

network capacity using WDM technology. It is also
easy to interface any existing or newly emerging
network technology with optical networks due to
service transparency.

4. Finally, optical networks become a more feasible
solution as the internetworking technologies such as
generalized multiprotocol label switching (GMPLS)
[1] are actively developed and standardized.

Since it has been deployed in real systems (e.g., carrier
systems), optical networking technology keeps evolving
to seek better networking solutions in both cost and
performance. Figure 1 shows the direction that optical
networks have been evolving. We categorize the optical
networking technology into three areas: WDM plane,
network layer and control plane.

In the WDM plane, synchronous optical network
(SONET)/synchronous digital hierarchy (SDH) systems
were introduced as a first-generation (1G) optical network
[2,3]. SONET/SDH are designed for carrying voice traffic
over the optical fibers with very high transmission capac-
ity. Currently, many carriers have buried many fibers
and built SONET/SDH networks for transporting their
voice traffic. Although SONET/SDH can be categorized
as an optical network, it lacks the optical networking
technology such as routing and switching. Thus, it can
be said that SONET/SDH only takes advantage of the
huge bandwidth of an optical transmission system. In
order to enhance the networking capability in the opti-
cal network (or layer), wavelength routing (WR) networks
[2,3] has been introduced. WR networks placed optical
cross-connect (OXC) at the switching node, which switches
individual wavelengths. In addition, WR networks per-
form a routing function in the optical domain, owing to
the control plane such as MPAS (optical-domain MPLS)
or GMPLS. On receiving a request from the clients (IP,
ATM, SONET/SDH), WR networks set up an end-to-end
lightpath, which is the process of assigning a wavelength
to a particular path by routing and wavelength switching.
Simply, WR networks provide a lightpath service to its
client layers.

Depending on how frequently a network changes its
virtual topology (or lightpath topology), an optical network
can be classified either a static or dynamic. In a static
WDM optical network, once established, a lightpath exists

for a long period of time (e.g., years or months). This
is the type of most optical networks deployed today.
The drawback of a static network is that it results in
inefficiency when traffic demand changes frequently. A
dynamic WDM optical network can efficiently support
bursty traffic by changing its virtual topology according to
traffic demand. Thus, the lightpath in a dynamic WDM
network reconfigures itself in much faster time scale.
There are two optical switching technologies for dynamic
WDM networks under active research and development
(R&D), specifically, optical burst switching (OBS) [4-7]
and optical packet switching (OPS) [8—10]. Both aim to
switch optical packets (or optical bursts) in the optical
domain as a conventional packet switching network does
in the electronic domain.

In the network layer (layer in the OSI Reference
Model), the evolution of optical networks is closely related
to how to efficiently support IP traffic. Considering the
unprecedented increase in Internet traffic since the mid-
1990s, the network architecture should be optimized for
the data traffic. Initially, the architecture includes ATM
(asynchronous transfer mode) to carry IP packets due to
its high-speed switching capability and QoS (quality-of-
service) support. However, IP routers are improving their
performance in capacity and forwarding speed, exceeding
ATM’s capability with the help of MPLS (multiprotocol
label switching) technology. Thus, the architecture is
simplified to IP over SONET over WDM, eliminating the
ATM layer. In the next step, the IP layer is directly
supported by the WDM layer without the SONET layer.
Although the SONET layer provides fast restoration in the
event of failure, the IP over WDM architecture without the
SONET layer has few advantages: (1) SONET is designed
for voice traffic, not for data traffic; (2) network control
and management can be much simpler; and (3) it is more
cost-effective, since SONET equipment increases in cost
linearly with bit rate and the number of ports.

At the control plane, MPLS [11] was developed for IP
networks. By introducing the concept of label switching, IP
networks can forward packets much faster and overcome
the shortcoming of connectionless service with a label-
switched path (LSP). In addition, it is much easier to
employ traffic engineering. While optical networks become
a more attractive solution for transmission networks,
MPAS was introduced, which is the application of MPLS
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to the optical domain. The wavelengths and lightpaths
in MPAS correspond to the labels and LSPs in MPLS,
respectively. GMPLS [1] was developed for IP over WDM
networks with a unified control plane. It is a generalized
control plane in a sense that it encompasses packet-switch-
capable (PSC), time-division-multiplex-capable (TDM),
lambda-switch-capable (LSC), and fiber-switch-capable
(FSC) interfaces. With GMPLS, it is possible to control
different networks with a single unified control plane.

In the following discussion, we focus on optical
switching techniques: wavelength routing, optical packet
switching (OPS), and optical burst switching (OBS).

2. OPTICAL SWITCHING TECHNIQUES

Now, we look into the characteristics and issues in optical
switching techniques. The general architecture of IP over
WDM optical networks (optical Internet) is shown in
Fig. 2 [12]. Multiple optical networks exist in the optical
domain, where an ENNI (external network-to-network
interface) is used for signaling between optical networks.
A single optical network consists of multiple suboptical
networks, where the INNI (internal network-to-network
interface) is used for signaling between them. Again, a
suboptical network has multiple optical nodes (e.g., OXCs
or optical routers) interconnected with optical fibers. As
clients, IP, ATM, and SONET networks are interfaced with
optical networks via a UNI (user-to-network interface).

The optical switching techniques that we are interested
in determine the service provided by optical networks
to client networks. Wavelength routing, optical burst
switching, and optical packet switching networks provide
lightpath-level, burst-level, and packet-level services,
respectively, to client networks.

2.1.  Wavelength Routing Network

A lightpath is the service unit that the wavelength
routing network provides. A wavelength routing network
consists of multiple OXCs, which are interconnected with
optical fiber links. At the network planning stage, for the
estimated input traffic, network resources (e.g., number
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of wavelengths) are dimensioned so that the performance
(e.g., blocking probability) can be satisfied.

When setting up a lightpath for a request from a client
network, the edge node in the wavelength routing network
sends out a lightpath request. In this process, the ingress
edge node performs routing to find an optimal route to the
egress edge node. The signaling mechanisms in GMPLS
may be used in this routing process. Thus, the lightpath
setup is done by the control plane. There are two ways of
implementing the control plane: by centralized control or
by distributed control. Both approaches have advantages
and disadvantage. The interested reader may refer to two
papers published in 1996 and 1997 [13,14].

When setting up a lightpath, OXCs in the wavelength
routing network perform the key function: switching the
wavelength to its destined port. The general architecture
of OXC is shown in Fig. 3. There are M input fibers and
M output fibers, each of which carries W wavelengths.
The W wavelengths are demultiplexed and put into the
optical switch, which has the dimension of MW x MW. The
OXC control is in charge of generating control signals to
optical components such as optical switch and wavelength
converters. The control signal is based on the decision
made in the control plane where the lightpath setup
requests are processed.

The OXC may have wavelength converters for the pur-
pose of increasing performance. It is obvious that having
wavelength converters decreases the blocking probability
since without wavelength converters, the same wave-
length should be used in every link (wavelength conti-
nuity), while with wavelength converters, any wavelength
can be used. The wavelength conversion can be done either
electrically or optically. If the conversion is performed elec-
trically, the optical signal is terminated with O/E (optical
to electrical) conversion, then transmitted over the differ-
ent wavelength after E/O (electrical to optical) conversion.
However, its cost linearly increases with the number of
transponders per wavelength.

On the other hand, if the conversion is performed opti-
cally, the optical signal can be transparently transmitted
without O/E/O conversion. However, the cost of optical
wavelength converters is still high. Thus, it is desirable
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Figure 2. IP over WDM optical networks.
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Figure 3. OXC architecture.

to keep the wavelength conversion capability minimum
(no conversion or limited conversion). There are studies
showing that the gain of full wavelength conversion over
no wavelength conversion is a function of the number
of wavelengths and the number of hops to traverse [15].
Thus, with proper network planning (e.g., short network
diameter and enough wavelengths), it is possible to keep
the conversion capability low.

Now, let us look at the characteristics of a wavelength
routing network. A wavelength routing network is in the
form of circuit switching, and thus we also call it an opti-
cal circuit switching (OCS) network. It requires two-way
reservation for lightpath establishment. In other words, a
lightpath is established when the acknowledgment comes
back as a response to the setup request. This process
introduces a setup delay, which is proportional to the
round-trip propagation delay over the distance between
the two points. Although the setup delay is ignored in a
static OCS network with relatively long session time (e.g.,
years or months), the setup delay may affect the perfor-
mance of a dynamic OCS network when the session time
is of the same order of magnitude as the setup delay. It is
another shortcoming of a wavelength routing network that
the bursty traffic may result in poor performance due to
the static nature of a wavelength routing network. Another
important issue in a wavelength routing network is the
routing and wavelength assignment (RWA). With an effi-
cient RWA algorithm, it is possible to reduce the network
resources for the given input traffic. However, in spite of
intensive research on RWA [16], it is still a hard problem
to solve, especially when RWA is performed online.

Although there are some disadvantages, a wavelength
routing network is the feasible solution in the near term,
due to immaturity of optical technology.

2.2. Optical Packet-Switching Network

In a packet-switching network, user data are segmented
into packets. Each packet consists of two parts: a header
containing the control information (e.g, routing informa-
tion) and data. As an example, IP datagrams and ATM
cells are the packets in IP and ATM networks, respec-
tively. In a packet-switching network, there are two types
of service: datagram service (or connectionless service) as
in an IP network and virtual circuit service (or connec-
tion oriented service) as in an ATM network. While each

OXC control
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=
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packet takes the same path in the virtual circuit service,
each packet may take a different path in a datagram ser-
vice. In either case, each packet goes through intermediate
packet switching nodes until it reaches its destination. The
key functions performed by intermediate nodes is routing
and forwarding, namely, deciding the next hop node and
forwarding the packet. These are the characteristics of a
packet switching network in the electrical domain.

The optical packet switching (OPS) network is to per-
form the same packet switching functions in the optical
domain. Thus, an optical packet is transmitted and pro-
cessed by the optical packet-switching nodes. The general
architecture of an optical packet switching node is shown
in Fig. 4.

An OPS node consists of the input and output process-
ing units, a switching unit, a buffering unit, and control
unit. The optical packets arrive at input processing unit,
where synchronization and header extraction take place. If
the system operates in time slots with a fixed size of pack-
ets, then synchronization is required for the alignment of
multiple incoming packets, which may arrive at different
times. The tunable delay, which can be implemented with
fiber delay lines (FDLs) and 2 x 2 optical switches, may be
used for synchronization.

When an optical packet arrives, its header is detached
and sent to the control unit for processing. Currently, the
implementation of the control unit using optical logic is
very difficult. Thus, after being extracted, the header part
goes through O/E conversion, while the data remain in
optical form. To facilitate tapping the optical signal, optical
packets are encoded using a technique such as subcarrier
multiplexing (SCM). Once the header is decoded in the
control unit, the routing process is performed to determine
the output port. This process may be layer 3 IP routing
or layer 2 label switching. In this process, the control
unit generates the control signals to the switching unit
(small and fast optical switch) and the buffering unit.
The buffering unit resolves the contention problem when
multiple packets are destined to the same output port.
Since optical memory is not commercially available today,
the buffering unit is usually implemented using FDLs,
which provide only limited time of buffering.

Finally, the header part and data part are rejoined at
the output processing unit before sending it out to the next
switching node. If the information in the header needs to
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be updated (e.g., by label update after label swapping), the
rewriting process takes place.

Although an optical switching network overcomes some
of the shortcomings of a wavelength routing network (e.g.,
inefficiency due to static nature), it is technically hard to
implement packet-switching functions with current optical
technology. The optical burst switching (OBS) technique
attempts to effect balance between wavelength routing and
optical packet switching by overcoming the disadvantages
of both techniques, while preserving their merits.

3. OPTICAL BURST SWITCHING NETWORK

So far, we have described the characteristics of a wave-
length routing network and an optical packet-switching
network. Now, we focus on another alternative, optical
burst switching (OBS), and look at its characteristics in
some detail.

3.1. OBS Protocol

The distinction between OBS and OCS is that the former
uses a one-way reservation while the latter uses a two-
way reservation. It is called the two-way reservation

\V]

(a) S 1 D (b)

when there must be a connection setup procedure before
the data transmission takes place. It is called the one-
way reservation when the data (which is called the data
burst) follow the connection setup request immediately
after waiting for some delay. This delay will be called
an offset time, which will be explained later. Note that
the connection setup request in the OBS will be called a
control packet or a burst control packet (BCP).

Although OBS and OPS have similar characteristics
(e.g., statistical multiplexing on the links), the distinction
between the two is that the former has some unique
features such as the offset time and the delayed
reservation [4,5]. In addition, the payload in the OBS is
much larger than that in the OPS. The payload unit in
OBS networks will be referred as the data burst hereafter.

The operations of the OBS protocol are illustrated in
Fig. 5a. When the source node S has a data burst to send,
the burst control packet (BCP) is generated and trans-
mitted first. At each node, the BCP takes § time unit to
be processed and makes the reservation for the follow-
ing data burst. Meanwhile, the data burst, after waiting

T(i) Time

Time

Burst ]\\\\j[\\ 8\‘ @

fa fs t,+0 0

Figure 5. Offset time (a) and delayed reservation (b) in OBS.
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for an offset time, which is denoted as T, at the edge
router, immediately follows the BCP. Since the BCP has
already set up the necessary configurations, including the
resource reservation, the data burst does not need to be
delayed (buffered) for processing at the intermediate nodes
(nodes 1 and 2), and just cuts-through to the destination
node D. Thus, OBS networks can provide the data plane
with the end-to-end transparency without going through
any optical—electrical—optical (O/E/O) conversions.

The advantage of the offset time is to decouple the BCP
from the data burst in time, which makes it possible to
eliminate the buffering requirement at the intermediate
nodes. In order to ensure that the data burst does not
overtake the BCP, the offset time should be made long
enough by considering the expected processing time at
each intermediate node and the number of hops to be
traversed by the BCP [4,5].

Another feature of OBS is the delayed reservation (DR),
which makes it possible to statistically multiplex data
bursts on the links. The DR is illustrated in Fig. 5b, where
T(@i) is the offset time at node i, 1 is the transmission
time of the data burst at node i, and ¢, and ¢, indicate
the arriving time of the BCP and its corresponding data
burst, respectively. According to DR, after being processed,
the BCP reserves the resources at a future time (at the
arrival time of the data burst), which can be obtained
from the offset time 7'(7). Also, the reservation is made for
just enough time to finish the transmission (data burst
duration 1). In OBS, two parameters — the offset time and
the mean data burst size—need to be selected carefully
in the design step since they have a great impact on
performance.

3.2. OBS Network and OBS Routers

Now, we discuss architectural aspects of OBS [6]. For
simplicity, we focus on a single OBS domain, where all
nodes (or OBS routers) are well aware of the OBS protocols.
Note that the terms OBS domain and the OBS network
will be used interchangeably. Depending on the location
in the OBS domain, the OBS routers are classified as edge

Offset time
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router

Core
router

Routing/
Label swapping
Wavelength
scheduling

Switch control

Legacy
interface
Burst
disassembly
BCP
termination

routers and core routers as shown in Fig. 6. Note that the
edge routers should be equipped with both capabilities as
an ingress edge router (IER) and as an egress edge router
(EER). Thus, the edge router functions as an ingress
router when there are inbound data to the OBS domain,
whereas the edge router functions as an egress router
when there are outbound data from the OBS domain. In
the following discussion, we describe the functions and
general architectures for each type of OBS router.

The general architecture of the IER is shown in Fig. 7.
The IER should provide the interface between the OBS
network and other legacy networks. It also needs to provide
the signaling interface between two different networks.
When the IER receives incoming data (e.g., IP packets,
ATM cells, or voicestreams) from the line interface cards,
the burst assembly process takes place in which multiple
packets are packed into a data burst. We will discuss the
burst assembly process later. The arriving packets are
switched to the appropriate assembly queues according to
their destination and QoS. The first packet arrival in an
assembly queue initiates the BCP generation where some
BCP fields such as burst size, offset time, and label are
to be determined and filled later when the burst assembly
is completed.

When the burst is assembled long enough to meet the
requirements, the BCP obtains the field information of
burst size and offset time. On the basis of the routing
decision, a label is assigned to establish the label-switched
path (LSP). If the LSP already exists (has been set up by
the previous BCP), the previously used label is assigned.
Otherwise (i.e., if a new LSP needs to be set up or the
existing LSP needs to be changed), a new label is assigned.
The downstream nodes perform the label swapping, where
the inbound label is mapped into the outbound label at
the local node. The label information in the BCP should be
updated accordingly. How the labels are distributed and
assigned depends on the label distribution protocols such
as RSVP-TE and CR-LDP [17,18].

According to OBS protocols, the BCP is transmitted
to the core OBS router an offset time earlier than its
corresponding data burst. The wavelength assignment
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and scheduling is required in this step. There are two
kinds of wavelengths (or channels) in the OBS domain: the
control channels, which carry the BCPs, called the control
channel group (CCG); and the data burst channels, which
carry the data bursts, called the data burst channel group
(DCG). Thus, two wavelengths are assigned and scheduled
for transmission of the BCP and its data burst. The
wavelength scheduling on the DCG (for data bursts), which
can enhance the utilization, is an interesting research
area. There are a few scheduling algorithms proposed to
date, such as first fit, horizon scheduling, and void-filling
scheduling [6,19]. It is noted that while the labels carry the
path (LSP) information, the wavelengths are meaningful
only at the local node. In this way, the downstream nodes
can assign the wavelengths dynamically, which combines
with the label only for the duration of the data burst.

The architecture for the EER is shown in Fig. 8. The
main functions of the EER are the BCP termination
and the data burst disassembly. When a BCP arrives,
the EER processes it and reserves the buffer space as

Figure 7. Architecture of ingress-
edge router (IER).

required by the burst length field for the burst disassembly
process. On arrival, the data burst, after being converted
to an electrical signal, goes through the burst disassembly
process. Then the disassembled packets are distributed to
their destination ports.

The core router has the general architecture shown
in Fig. 9. It consists of two parts: a switch control unit
and a data burst unit. While the switch control unit is
responsible for processing the BCPs on the CCG, the
data burst unit is responsible for switching the data
burst to the destined output port, which is controlled
by the switch control unit. Most of the functions in the
core router take place in the switch control unit, which
includes the label swapping for establishing the LSP, local
wavelength scheduling, burst contention resolution, and
generation of the control signal to the data burst unit.
The data burst unit consists roughly of demultiplexers,
inlet fiber delay lines (FDLs) (for adjusting the timing
jitter of offset time between the BCP and the data burst),
optical switches, wavelength converters, FDL buffers (for
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IP traffic
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M

U ERRRRRRN

% :
T (-~

™ Destination 1

- Destination D

* FR: Fixed receiver
* EPS: Egress packet switch

Figure 8. Architecture of egress edge
router (EER).
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Figure 9. Architecture of core router.

contention resolution), and multiplexers. The components
of the data burst unit are passively configured by the
control signals from the switch control unit.

Before we conclude this description, of the architecture,
it is worth mentioning some important design parameters
such as the capacity of the core router, the switching
speed of the optical switch, and the average burst size.
The capacity of the router is determined by the number of
incoming fibers and the number of wavelengths available
in each fiber. For example, a core router of 10 Tbps
capacity needs 32 incoming fibers, each of which has
32 wavelengths operating at 10 Gbps per wavelength. Of
course, since some wavelengths are dedicated to the CCG,
the router capacity is determined only by the number of
wavelengths in the DCG.

The core router requires two switches; one is in
the switch control unit, and the other is in the data
burst unit. While the former switches the BCPs on the
CCG, which can be implemented with a small electronic
switch (depending on the number of wavelengths in
the CCG), the latter switches the data bursts on the
DCG, which can be implemented with an optical switch.
The dimension of the optical switch depends on the
number of wavelengths in the DCG. The architecture
of the optical switch may be either a simple single
stage if a large optical switch is available [e.g., MEMS
(microelectromechanical systems) crossbar switch [20]] or
multistage interconnection network (MIN) as in an ATM
switch [21] if multiple small optical switches are used.

Next, consider the switching speed of an optical switch
and the average burst size. The switching time of an optical
switch is the delay that it takes to change from one state to
another state. The switching speed imposes an overhead
on the switch throughput. In other words, the slower the
switching speed, the worse the throughput. However, the
overhead caused by the switching speed can be reduced
if the data burst is long compared to the switching time.
Thus, for optimum switch throughput, the average burst
size should be selected according to the switching speed
of the optical switch in use. This average burst size is the
requirement that the burst assembler should meet.

Optical switching matrix

~

FDL buffer

p--pp

3.3. QoS in OBS Network

Given that some real-time applications (such as Internet
telephony and videoconferencing) require a higher QoS
than do non-real-time applications [such as electronic mail
(email) and general Web browsing], the QoS issue should
be addressed. Although QoS concerns related to optical (or
analog) transmission (e.g., dispersion, power and signal-
to-noise ratio) also need to be addressed, here, we focus on
how to ensure that critical data can be transported in the
OBS domain more reliably than noncritical data. Unlike
the existing QoS schemes that differentiate the services
using the buffer, the QoS scheme to be introduced in the
following discussion takes advantage of the offset time,
which was explained earlier. We call this an offset-time-
based QoS scheme. For this purpose, we introduce a new
offset time, which is called the extra offset time. Note that
the offset time introduced previously, which is called the
base offset time is different from the extra offset time.

We now explain how the offset-time-based QoS scheme
works [22,23]. In particular, we explain how class isolation
(or service differentiation) can be achieved by using an
extra offset time in both cases with and without using
fiber delay lines (FDLs) at an OBS node. Note that one
may distinguish the following two different contentions
in reserving resources (wavelengths and FDLs): the
intraclass contentions, caused by requests belonging to
the same class; and the interclass contentions, caused by
requests belonging to different classes. In what follows, we
focus on how to resolve interclass contentions using the
offset-time-based QoS scheme.

For simplicity, we assume that there are only two
classes of (OBS) services: classes 0 and 1, where class 1 has
priority over class 0. In the offset-time-based QoS scheme,
to give class 1 a higher priority for resource reservation,
an extra offset time, denoted by ., is given to class 1 traffic
(but not to class 0, i.e., 2 = 0). In addition, we also assume
that the base offset time is negligible as compared to the
extra offset time, and will refer to the latter as simply the
offset time hereafter. Finally, without loss of generality,
we also assume that a link has only one wavelength for
data (and an additional wavelength for control).
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3.3.1. The Case Without FDLs. In the following discus-
sion, let # and £ be the arriving time and the service-start
time for a class i request denoted by req(i), respectively,
and let /; be the burst length requested by req(i), where
i =0, 1. Figure 10 illustrates why a class 1 request that is
assigned an (extra) offset time obtains a higher priority for
wavelength reservation than does a class 0 request in the
case of no FDLs. We assume that there is no burst (that
arrived earlier) in service when the first request arrives.
Consider the following two situations where contentions
among two classes of traffic are possible.

In the first case as illustrated in Fig. 10a, req(1) comes
first and reserves a wavelength using DR, and req(0) comes
afterward. Clearly, req(1) will succeed, but req(0) will be
blocked if 9 < ¢! but 2 +1y > ¢!, orif t! <t <t! + ;. In
the second case, as in F1g 10b, req(O) arrives ﬁrst followed
by req(1). When ¢! < % + 1y, req(1) would be blocked had no
offset time been assigned to req(1) (i.e., £ = 0). However,
such a blocking can be avoided by using a sufficient offset
time so that ¢} = ¢! + ¢! > % + lo. Given that ¢! may only be
slightly behind tg, t! needs to be larger than the maximum
burst length over all bursts in class 0 in order for req(1)
to completely avoid being blocked by req(0). With that
much of offset time, the blocking probability of (the bursts
in) class 1 becomes only a function of the offered load

belonging to class 1, that is, independent of the offered load
belonging to class 0. However, the blocking probability of
class 0 is determined by the offered load belonging to
both classes.

3.3.2. The Case with FDLs. Although the offset-time-
based QoS scheme does not mandate the use of FDLs, its
QoS performance can be significantly improved even with
limited FDLs so as to resolve contentions for bandwidth
among multiple bursts. For the case with FDLs, the
variable B will be used to denote the maximum delay
that a FDL (or the longest FDL) can provide. Thus, in the
case of blocking, a burst can be delayed up to the maximum
delay B.

Figure 11a,b illustrates class isolation at an OBS node
equipped with FDLs where contention for both wavelength
and FDL reservation may occur. In Fig. 11a, let us assume
that when req(0) arrives at t2(%), the wavelength is in
use by a burst that arrived earlier. Thus, the burst
corresponding to req(0) has to be delayed (blocked) for
#) units. Note that the value of ¢) ranges from 0 to B,
and a FDL with an appropriate length that can provide a
delay of ¢ will be chosen. Accordingly, if ¢ < B, the FDL is
reserved for a class 0 burst as shown in Fig. 11b (the burst
will be dropped if ) exceeds B), and the wavelength will
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Figure 11. Class isolation in the case with FDLs.
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be reserved from t0 + ¢ to t0 + ) + ly as shown in Fig. 11a.
Now assume that req(1) arrives later at ¢! (where ¢! > 9)
and tries to reserve the wavelength. req(1) will succeed
in reserving the wavelength as long as the offset time is
so long that ¢} =t} +t} >t +t) + ;. Note that had req(1)
arrived earlier than req(0) in Fig. 11a it is obvious that
req(1) would not have interclass contention caused by
req(0). This illustrates that class 1 can be isolated from
class 0 when reserving a wavelength because of the offset
time. Of course, without the offset time, req(1) would be
blocked for 2 + ¢} + 1o — ¢}, and it would be entirely up to
the use of FDLs to resolve this interclass contention.

Similarly, Fig. 11b illustrates class isolation in FDL
reservation. More specifically, let us assume that req(0)
has reserved the FDLs as described earlier, and because ¢!
is not long enough, req(1) would be blocked in wavelength
reservation and thus needs to reserve the FDLs. In such
a case, req(1l) will successfully reserve the FDLs if the
offset time is still long enough to have ¢! = ¢! +¢1 > ¢0 + ;.
Otherwise (i.e., if £} < #2 + o), req(1) would contend with
req(0) in reserving the FDL and would be dropped.

As shown in Fig. 11c, if req(1) comes first and reserves
the wavelength based on ¢! and delayed reservation (DR),
and req(0) comes afterward, req(1) is not affected by req(0).
However, req(0) will be blocked either when ¢! < 0 < ¢! but
t9+1y > tl, or when #! < < ¢! +1;. Similarly, if req(1)
arrives first, it can reserve the FDL first regardless
of whether req(0) succeeds in reserving the FDL. As
mentioned earlier, this implies that class 1 can be isolated
from class 0 in reserving both the wavelength and the FDL
by using an appropriate offset time, which explicitly gives
class 1 a higher priority over class 0. As a result of having
a low priority on resource reservations, class 0 bursts will
have a relatively high blocking and loss probability.

Although the offset-time-based QoS scheme does
provide good service differentiation even when buffering
is not possible, it has some disadvantages that need to
be enhanced. For example, the offset-time-based QoS
scheme introduces delay overhead caused by the extra
offset time. Since the highest class suffers from the
longest delay [22,23], the QoS provisioning will be strictly
restricted in a given delay budget. It also lacks the
controllability on the QoS, which can be enhanced by
introducing the measurement based QoS provisioning and

OBS
edge
routers

Figure 12. OBS edge routers for burst
assembly.

assigning the appropriate weight to each QoS class. In
addition, it is worth considering how the offset-time-
based QoS scheme can be integrated with the existing
QoS domain such as DiffServ.

3.4. Burst Assembly

As we mentioned earlier, the burst assembly process takes
place at the ingress edge router. The incoming data (e.g.,
IP packets) are assembled into a super packet, which is
called the data burst. In the following discussion, we look
into the issues of burst assembly.

It is obvious that IP packets would be the dominant
traffic in future networks. Unlike the traffic from
traditional telephone networks, Internet traffic is quite
difficult to predict. This is because Internet traffic shows
self-similarity [24,25]. Self-similarity means that even
with a high degree of multiplexing, the burstiness of traffic
still exists at all timescales, which makes the network
resource dimensioning and traffic engineering harder.

One advantage of the burst assembly is that it may
reduce the self-similarity of Internet traffic [26]. Figure 12
shows an example configuration of an OBS network for
burst assembly [27]. IP routers in the IP domain inject
IP packets into the OBS network. The OBS edge routers
located at the boundary of the OBS network take IP
packets and perform the burst assembly process.

The incoming IP packets are classified and queued
into an assembly buffer according to their destination
and QoS requirements. A simple burst assembly process
is illustrated in Fig. 13. The burst assembler at the end
of the assembly buffer runs a timer, which expires at a
given time (i.e., the assemble time). Whenever the timer
expires, the burst assembler takes the burst (multiple IP
packets queued during a given period of time) out of the
assemble buffer for transmission. The key parameter of
the burst assembler is the assemble time, which controls
the size of the data burst. The distribution of assemble
time could be deterministic or random, in which case it is
called either a constant assemble time (CAT) or a variable
assemble time (VAT), respectively. The burst assembler
waits for a constant time when using the CAT, whereas it
waits for a random amount of time when using the VAT.
Alternatively, the burst assembler adaptively controls the
assemble time by monitoring both assemble time and the

IP domain
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Figure 13. Burst assembly process.

size of the assembled IP packets. The optimization of the
burst assembly process is a topic that requires further
investigation.

4. SUMMARY

Because of its advantages over conventional communica-
tion networks, optical networks have been firmly posi-
tioned as a feasible solution for the next-generation net-
works. The optical networking technology keeps improving
starting, from SONET to static wavelength routing net-
work, and eventually, to dynamic optical networks. We
have discussed optical switching techniques available
today for optical networks: wavelength routing, optical
burst switching, and optical packet switching.

Table 1 summarizes the qualitative comparison among
these techniques. Wavelength routing is a simple and
technically matured technology, but it may result in poor
performance. On the other hand, optical packet switching
may show its dynamicity in networking as in an electrical
packet-switching network, but is technically immature
for the implementation. Optical burst switching achieves
balance between wavelength routing and optical packet
switching by improving the inefficiency of wavelength
routing and at the same time, by lessening the technical
difficulty of optical packet switching. Thus, while the
optical technology is mature enough to implement optical
packet switching, optical burst switching appears to be a
practical interim solution for optical networks.

Acknowledgments
This work was supported in part by the Korean Science and
Engineering Foundation (KOSEF) through the OIRC project.

BIOGRAPHIES

Myungsik Yoo received the B.S. and M.S. degrees in elec-
trical engineering from Korea University, Seoul, Korea,

Table 1. Comparison Between Optical Switching
Paradigms

Switching Bandwidth Implementation Switching
Paradigm Utilization Difficulty Granularity
Wavelength Poor Low Coarse
routing
Optical High High (not mature) Fine
packet
switching
Optical Moderate Moderate Moderate
burst
switching

in 1989 and 1991, respectively, and the Ph.D. degree
in electrical engineering from State University of New
York at Buffalo (SUNY at Buffalo), Buffalo, New York
(USA) in 2000. He was a Senior Research Engineer in
Nokia Research Center, Burlington, Massachusetts. Since
2000, he has been an Assistant Professor in the School of
Electronic Engineering, Soongsil University, Seoul, Korea.
His current research interests are optical networks and
optical Internet, including optical burst switching, protec-
tion/restoration, QoS support, and GMPLS.

Chunming Qiao is an Associate Professor at the
University at Buffalo (SUNY). He has over 10 years of
academic and industrial experience in optical networks.
Dr. Qiao has published more than 100 papers in leading
technical journals and conference proceedings, and several
book chapters. He has given several keynote speeches,
tutorials, and invited talks and is recognized for his
pioneering research on optical Internet and in particular,
the optical burst switching (OBS) paradigm. Dr. Qiao is
the IEEE Communication Society’s Editor-at-Large for
optical networking and computing; an editor of several
other journals and magazines, including IEEE/ACM
Transactions on Networking (ToN), as well as a guest
editor for IEEE JSAC and other publications. He has
chaired and co-chaired many conferences and workshops
on optical communications and networking, including the
Optical Networks Symposium (ICC’03), and Opticomm
2002. Dr. Qiao is also the founder and Chair of the
Technical Group on Optical Networks (TGON) sponsored
by SPIE, and a Vice Chair of the IEEE Technical
Committee on Gigabit Networking (TCGN).

BIBLIOGRAPHY

1. B. Rajagopalan et al., A framework for generalized multi-
protocol label switching (GMPLS), IETF Internet draft.

2. R. Ramaswami and K. Sivarajan, Optical Networks: A
Practical Approach, Morgan Kauffman, San Francisco.

3. W. Goralski, Optical Networking & WDM, McGraw-Hill, New
York.

4. C. Qiao and M. Yoo, Optical burst switching (OBS)—a new
paradigm for an optical Internet, J. High Speed Network 8(1):
69-84 (1999).

5. C. Qiao and M. Yoo, Choice, features and issues in optical
burst switching, Opt. Network Mag. 1(2): 36—44 (May 2000).

6. Y. Xiong, M. Vandenhoute, and H. C. Cankaya, Control
architecture in optical burst-switched WDM networks, IEEE
J. Select. Areas Commun. 18(10): 1838—1851 (Oct. 2000).

7. J. Turner, Terbit burst switching, J. High Speed Network
8(1): 1-18(1999).

8. S.Yao et al., All-optical packet switching for metropolitan
area networks: opportunities and challenges, IEEE Commun.
Mag. 39(3): 142—-148 (March 2001).

9. M. J. O'Mahony et al., The application of optical packet
switching in future communication networks, IEEE Commun.
Mag. 39(3): 128—135 (March 2001).

10. X. Lisong et al., Techniques for optical packet switching and
optical burst switching, IEEE Commun. Mag. 39(1): 136—142
(Jan. 2001).



1808 OPTICAL SYNCHRONOUS CDMA SYSTEMS

11. E. Rosen et al., Multiprotocol Label Switching Architecture,
IETF RFC 3031.

12. B. Rajagopalan et al., IP over optical networks: A framework,
IETF Internet draft.

13. R. Ramaswami and A. Segall, Distributed network control
for wavelength routed optical networks, IEEE/ACM Trans.
Network. 5(6): 936—943 (Dec. 1997).

14. C. Qiao and Y.Mei, Wavelength reservation under dis-
tributed control, IEEE/LEOS Broadband Opt. Network.
45-46 (1996).

15. Models of blocking probability in all-optical networks with

and without wavelength changers, IEEE J. Select. Areas
Commun. 14(5): 858—-867 (June 1996).

16. R. Ramaswami and K. Sivarajan, Routing and wavelength
assignment in all-optical network, IEEE/ACM Trans.
Network. 489—500 (Oct. 1995).

17. P. Ashwood-Smith et al., Generalized MPLS signaling—
RSVP-TE extensions, IETF Internet draft.

18. P. Ashwood-Smith et al., Generalized MPLS signaling— CR-
LDP extensions, IETF Internet draft.

19. J. S. Turner, WDM burst switching for petabit data networks,
Proc. OFC’2000, 2000, Vol. 2, pp. 47—49.

20. L. Y. Lin and E. L. Goldstein, MEMS for free-space optical
switching, Proc. LEOS’99, 1999, Vol. 2. pp. 483-484.

21. R. Awdeh and H. T. Mouftah, Survey of ATM switch architec-
ture, IEEE Commun. Mag. 27: 1567-1613 (Nov. 1995).

22. M. Yoo, C. Qiao, and S. Dixit, QoS performance of optical
burst switching in IP-over-WDM networks, IEEE oJ. Select.
Areas Commun. 18(10): 2062—2071 (Oct. 2000).

23. M. Yoo, C. Qiao, and S. Dixit, Optical burst switching for

service differentiation in the next generation optical Internet,
IEEE Commun. Mag. 39(2): 98—104 (Feb. 2001).

24. V. Paxon and S. Floyd, Wide area traffic: the failure of Poisson
modeling, IEEE Trans. Network. 3(3): 226—244 (1995).

25. W. Leland et al., On the self-similar nature of Ethernet traffic
(extended version), IEEE Trans. Network. 2(1): 1-15 (1994).

26. A. Ge, F. Callegati, and L. Tamil, On optical burst switching
and self-similar traffic, IEEE Commun. Lett. 4(3): 98—100
(March 2000).

27. A. Detti, A. Eramo, and M. Listanti, Performance evaluation
of a new technique for IP support in a WDM optical network:
Optical composite burst switching (OCBS), J. Lightwave
Technol. 20(2): 154—165 (Feb. 2002).

OPTICAL SYNCHRONOUS CDMA SYSTEMS

Tomoakr OHTSUKI

Tokyo University of Science
Noda, Chiba, Japan

Iwao Sasase

Keio University
Yokohama, Japan

1. INTRODUCTION

Optical communication systems in the optical fiber play
a main part of the digital communications in backbone

networks, high speed local-area networks (LANSs) using
a fiber distributed data interface (FDDI), metropolitan-
area network (MAN), and a next-generation subscriber
system such as a fiber to the home (FTTH). The main
advantages of the optical fiber communications are the
high speed, large capacity and high reliability by the
use of the broadband of the optical fiber. A desirable
feature for future optical networks would be the ability
to process information directly in the optical domain
for purposes of multiplexing, demultiplexing, filtering,
amplification, and correlation. Optical signal processing
would be advantageous since it can potentially be much
faster than electrical signal processing and the need for
photon—electron—photon conversion would be obviated.

Asynchronous multiple-access methods where network
access is random and collisions occur, such as token pass-
ing and carrier-sense multiple-access, are well suited to
LANs with low traffic demand. However, these asyn-
chronous access methods suffer from cumulative delay
as the traffic intensity increases. Also, contention proto-
cols generally proposed for low traffic demands are not
suitable if traffic delay is a major issue, as, in networks
where information must be transmitted simultaneously.
On the other hand, synchronous accessing methods where
transmissions are perfectly scheduled provide more suc-
cessful transmissions than asynchronous methods. As a
typical synchronous protocol, time-division multiple access
(TDMA) is an efficient multiple-access protocol in networks
with heavy traffic demands, since it can accommodate
higher traffic demands and do not suffer from cumula-
tive delay. However, in situations where the channel is
sparsely used, TDMA is inefficient.

As an alternate optical multiplexing technique, there
is wavelength-division multiple access (WDMA). The term
WDMA rather than the popular wavelength-division mul-
tiplexing (WDM) is used to indicate the access, routing
and switching functionality in addition to the transmission
multiplex. Tuned lasers are used as the optical source for
each transmitter, and the modulated data are transmitted
within its assigned band. At the receiver, an optical filter is
tuned to the desired band, while all others are filtered out.
A photodetector and a decoder are followed to obtain the
data. WDMA technique partitions the available spectrum
to different users, and offers a means of increasing capacity
at minimal cost within the existing optical fiber infrastruc-
ture. The fundamental disadvantage in WDMA is that
sophisticated hardware such as wavelength-controlled
tunable lasers and high-quality narrowband tunable fil-
ters for each channel is required. Although WDMA can
be used as a degree of design freedom with respect to
routing and wavelength selection, the usable wavelength
might be limited because of the crosstalk caused by the
nonlinearity within the optical fiber. Wavelength routing
can offer the switching function for dense WDMA net-
works; however, it may cause the crosstalk problem in the
cross-connects based on space and wavelength, and thus,
network reliability and flexibility are restricted.

Code-division multiple-access (CDMA) is a multiple
access protocol that is efficient with low traffic and has zero
access delay. Especially, direct detection optical CDMA



systems have been investigated widely to apply for high-
speed LAN, because they allow multiple users to access
the network simultaneously. In the case of data transfer
where traffic tends to be bursty rather than continuous,
CDMA can be used for contention-free, zero delay access.
Compared with TDMA, CDMA is attractive in other points.
Channel assignment is much easier with CDMA. CDMA
isolates irregular channels so that they do not influence
other channels, while with TDMA, even one irregular
channel, such as continuous emission from a transmitter,
causes the failure of all other channels.

In optical CDMA, incoherent systems using narrow
pulse laser sources are mainly implemented, since optical
links have vast bandwidth and the optical components
can produce very narrow pulse precisely in time and offer
extrahigh optical signal processing. In the transmitter
and receiver, low-cost devices with high cost performance
and high reliability, such as Fabry—Perot laser diode
and avalanche and pin photodiodes, are available. Thus,
in optical CDMA, intensity modulation/direct detection
(IM/DD) is mainly used. In IM/DD systems, other arriving
pulse sequences having positive pulses happen to overlap
a pulse of the desired sequence, and produce correlation
crosstalk. In optical CDMA, multiple user interference
called multiple-access interference (MAI) is dominant
compared to photodetector shot noise, dark current and
thermal noise. Thus, the elimination or suppression of
MALI is the key issue in optical CDMA. Most published
optical CDMA systems are based on discrimination in the
time domain to reduce the effects of pulse overlaps. This
time-encoding process is most commonly implemented by
encoding each data bit with a high-rate sequence; that is,
a pulse laser source is intensity-modulated by electrical
(0,1) data bit and the narrow pulse is emitted in the
first chip in a slot. Here, data are usually modulated in
on/off keying (OOK) or pulse position modulation (PPM)
formats, and a slot is divided into chips where the number
of chips in a slot equals to the length of the spreading
code consisting of 1 and 0 allocated for users. Then, in
the time encoder, a narrow pulse is time-spread into
several chips within the slot according to each user’s
unipolar signature code. Thus, the time-encoding process
relies on a simple, intensity-based, pulse time addressing
process, and the sequence encoder and decoder in the time
domain can be easily and cost-effectively implemented by
using tapped optical delay lines. At the receiver, optical
incoherent direct detection is done by an optical delay-line
decoder matched to the encoder at the transmitter. After
decoding, unwanted signals are time-spread over much
larger time intervals than is the desired user’s signal,
and the crosstalk from adjacent chips are rejected to some
extent by this time-despreading process.

For optical CDMA systems, both asynchronous and syn-
chronous systems have been studied. In an asynchronous
optical CDMA system, the synchronization among users
is not required, and optical orthogonal codes (OOC) with
good correlation properties [1] are widely used. However,
in asynchronous CDMA systems, the available number of
signature sequence codes is very small; hence the number
of users is very limited. To solve this problem, synchronous
CDMA systems, in which all users are synchronized

OPTICAL SYNCHRONOUS CDMA SYSTEMS 1809

in frame, is considered. With synchronous CDMA, the
available number of signature codes is larger than that
of asynchronous CDMA systems, because the same code
can be reused with different phases. The modified prime
sequence codes are known as typical “signature codes for
optical synchronous CDMA,” in which time-shifted ver-
sions of the prime sequence code can be used [2]. The
cross-correlation peak between two time-shifted versions
of the sequence code is as high as the autocorrelation
peak; however, it always occurs either delayed or ahead
of the autocorrelation peak. Since in the synchronized
CDMA the receiver can be synchronized to the expected
position of the autocorrelation peak, the autocorrelation
peak can be distinguished from adjacent cross-correlation
peaks. For a given value of bit error rate, synchronous
CDMA systems can accommodate more simultaneous
users than asynchronous CDMA systems. Furthermore,
synchronous CDMA can be efficiently used in conjunction
with TDMA and WDMA on multimedia communication
networks where multiple services with different traffic
requirements are to be integrated.

In Section 2, a family of good optical unipolar pseu-
doorthogonal (non-zero-cross-correlation) codes suitable
for optimal CDMA IM/DD system with OOK and PPM
signaling is described. In Section 3, the IM/DD systems
with OOK and PPM signaling are described as typical opti-
cal synchronous CDMA systems. Also, as an alternative
optical CDMA system, a frequency-encoded spread-time
optical CDMA system utilizing bipolar codes is briefly
introduced. Since the performance of the optical CDMA is
degraded by the multiple-user interference, the interfer-
ence cancellation is the key to realize the practical optical
CDMA system. In Section 4, we describe two typical inter-
ference cancellation techniques for optical synchronous
CDMA, based on the use of properties of modified prime
sequence codes and optical hard-limiter.

2. SEQUENCES FOR OPTICAL SYNCHRONOUS CDMA

Many classes of binary signature sequences that are
suitable for radio CDMA have been studied. In most
of these codes, a strong autocorrelation peak and zero-
cross-correlation function can be obtained through bipolar
(=1,41) sequences. However, optical IM/DD systems
can only accommodate unipolar (0,+1) sequences, since
incoherent systems use only positive narrow pulses
emitted from laser sources. Therefore, codes intended
for communication systems in which both positive and
negative levels are available, are not necessarily optimal
in a fiberoptic environment using optical signal processing.
Compared to conventional electronic bipolar (—1,+1) codes
such as maximum-length sequence codes and Gold codes,
the cross-correlation function of unipolar codes is high
and the number of codes in the family is very low.
The minimum value of the cross-correlation that unipolar
codes can achieve is limited to be one, since at least one
pulse is overlapped for asynchronous unipolar sequences.
Thus, sets of sequences having no more than one pulse
overlap in the pairwise cross-correlation are often called
as pseudoorthogonal codes in optical CDMA.
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The characteristics needed for the unipolar codes
suitable for optical CDMA are good autocorrelation
and cross-correlation properties. Sharp autocorrelation
property is needed to achieve the synchronization as well
as the discrimination between the time-shifted sequence
codes in optical synchronous CDMA where the time-shifted
codes are assigned to other users. The minimum value
of the cross-correlation function should be as small as
possible to discriminate between the desired user and
others as well as to mitigate multiple user interference.
In optical CDMA IM/DD systems, other arriving pulse
sequences having positive pulses that happen to overlap
a pulse of the desired sequence produce correlation
crosstalk called multiple access interference (MAI), which
might degrade the decoding performance. The code length
and weight (the number of “1”s) also affect the system
performance. Long codes and sparse codes comprising very
few ones and narrow pulses are preferred to support a large
number of users and higher transmission capabilities,
respectively. On the other hand, short codes and a large
weight are preferred to increase data rate and improve
signal-to-interference ratio, respectively.

In this section, as good optical unipolar codes suitable
for optical CDMA IM/DD system with OOK and PPM
signaling, the prime code family is described. Especially for
optical synchronous CDMA systems, the family of modified
prime sequences is known to have good correlation
properties.

2.1. Prime Code

Prime codes are defined as follows [3]: from the Galois field
GFP) ={0,1,2,...,P — 1}, where P is a prime number, a
set of P prime sequences {SfD :i=0toP—1,andj=0 to
P — 1} is first generated, each with P elements given by

SPG)=lijlp fori=0toP—1,andj=0toP—-1 (1)

where [ ]p denotes reduction modulo P. For example, the
family of prime sequences for P = 7 is shown in Table 1.
For each sequence S?, a binary code C? of length P? chips
is then constructed using the following rules:

forj=0toP -1

CP(n) = { 1, forn =jP+ SF(j) @)

0, otherwise

This requires that the code C? be divided into P frames,
each consisting of P chips. Within the jth frame, the chip
shifted relative to the start of the frame by Sf () is a

Table 2. Prime Codes for P =7

Table 1. Prime Sequences for P =7

j=0 j=1 j=2 j=3 j=4 j=5 j=6
Sequence Sg 0 0 0 0 0 0 0
Sequence SI 0 1 2 3 4 5 6
Sequence S 0 2 4 6 1 3 5
Sequence Sg 0 3 6 2 5 1 4
Sequence S] 0 4 1 5 2 6 3
Sequence Sg 0 5 3 1 6 4 2
Sequence Sg 0 6 5 4 3 2 1

“17; all other chips are zero. The code CT is therefore a
time-mapped, binary version of the sequence SF. The set
of prime codes for P =7 is shown in Table 2, where the
frames have been slightly separated for clarity.

The correlation functions arising in an IM/DD system,
assuming on/off keyed data, are the aperiodic and periodic
correlation functions, C;;(/) and ©,;(/), which are defined
respectively as follows:

L-1
Cijh =) Ci()-Cf(n+1) 3)

n=0

L-1
O =) Clm) - Cf (In+11)

n=0

=C;;(Uly) +Ci([1l, — L) 4)

where L =P2?, [ ]; denotes reduction modulo L, and
Cf(n) =0 for n<0 and n>L, for all i. These are
autocorrelation functions when i = j, and cross-correlation
functions when i #j. The aperiodic form is generated
at the matched filter output by an isolated “1” in the
incoming datastream, while the periodic form is generated
by adjacent “1”s; incoming “0”s produce no response. This
periodic correlation is simply the number of positions
where C? and a cyclically shifted version of C? both have
“1”s. This means that the autocorrelation peak for any
code (which occurs for [ = 0, i =) is equal to the number
of “1”s it contains, or P in the case of a prime code:

0;;(0)=C;;(0) =P foralli 5)

Note that the maximum number of coincidences of “1”s
between two distinct prime codes C and CF, having any

Frame O Framel Frame2 Frame3 Frame4 Frame5 Frame6
Code Cg 1000000 1000000 1000000 1000000 1000000 1000000 1000000
Code CZ 1000000 0100000 0010000 0001000 0000100 0000010 0000001
Code Cg 1000000 0010000 0000100 0000001 0100000 0001000 0000010
Code Cg 1000000 0001000 0000001 0010000 0000010 0100000 0000100
Code CZ 1000000 0000100 0100000 0000010 0010000 0000001 0001000
Code Cg 1000000 0000010 0001000 0100000 0000001 0000100 0010000
Code CZ 1000000 0000001 0000010 0000100 0001000 0010000 0100000




relative shift, is 2, so that all periodic cross-correlation
functions are bounded by

©;;(0) <2 foralll, and all 7, j such that i #j (6)

From Eq. (4), it is clear that ©;;() > C;;(l) for all / (note
that ® and C are both positive functions); thus the
above bound also applies to any interference contribution,
regardless of the data it carries.

2.2. Quasiprime Code

Quasiprime codes are derived from prime codes as
follows [4]: with the prime code CF, a set of cyclically
shifted versions of the code {C;S,;P :k=0toP — 1} is defined
where kap is obtained by cyclically shifting C? left by &
complete frames. The elements of C;! are thus given by

CF(n) = CP(In + kPL) forn =0to P? — 1. (7
For each shifted code C5!, a quasiprime code C5 may then
be defined for any positive integer @, where

C3F(n) = CF([nly) forn=0toQP—1
= CP(In + kPly) 8)

Each quasi-prime code then comprises QP chips taken
cyclically from a shifted prime code, and contains @ “1”s.
For example, Table 3 shows two of the seven quasiprime
codes in the set {CS! : £ = 0 to 6} together with prime code
C?. Both are derived from the same prime code CJ.

We have to take care to define correlation functions
for quasiprime codes, because truncating or extending
the shifted prime codes destroys the periodicity of
the basic prime code, and this must be restored if
the quasiprime codes are to show good periodic cross-
correlation properties. Accordingly, when the length QP
of the quasiprime codes lies between A — 1 and A lengths
of the original prime codes, it is made up to A lengths by
packing each code with “0”s. The aperiodic and periodic
correlation functions are then defined as

AL-1

Cijy =Y Cm)-CFmn+0 ©)
n=0
AL-1

@) =Y C(n)- CFF (In+1ar) (10)
n=0

where (A —1)L <@QP <AL, [ ],r denotes reduction
modulo AL, and Cgp(n) =0 for n <0 and n > QP, for
all i, k.
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Different quasiprime codes derived from the same
prime code cannot act as distinct, orthogonal members
of an asynchronous CDMA code set. This means that a
quasiprime code set can contain a maximum of P codes
(one for each code in the original prime code set). The
correlation properties of such a set are as follows: first,
each code contains @ “1”s, so that the autocorrelation peak
is given by

0;;(0) =C;;(0)=Q foralli (11)

In addition the periodic cross-correlation ©;; between two
distinct quasiprime codes Cgep and CJ?P is bounded by

0,;(1) <2A foralll,and alli,j, k[ such thati #; (12)

Considering (11) and (12), the interference probability
obtained with quasiprime codes might be expected to be
worse than that obtained with prime codes in general.
For example, the number of interfering signals that can
be accommodated without error is expected to be |@/2A],
where |x| is the integer part of x, and this is less than
or equal to the prime code result [P/2]. In fact, this is
pessimistic, because when QP is only slightly greater than
(A — 1)L, the bound ©;;(l) < 2(A — 1) can still apply, and
in such cases the quasiprime codes would be able to achieve
better interference probability.

2.3. 2" Prime Code

Usually, the 2" codes are defined as collections of binary N-
tuples with weight 2" [5]. Using the serial optical encoders,
the distribution of the pulses in each generated codeword
must be symmetric (i.e., the distribution of the current 2™
pulses highly depends on that of the previous 2! pulses,
where 1 <m < n) and results in a very restrictive pulse
distribution constraint. Alternatively, it is sometimes
more convenient to represent the pulse distribution in
terms of delay distribution. Therefore, the constraint
can be equivalently presented as a delay distribution
constraint.

The delay distribution constraint functions as follows.
For a given integer n, integers x, y, and z are assumed
such that x #y, 0 <x<2"-2, 0<y<2"—-2, and 1<
z<n-—1. If both x and y are divisible by 2°?, then
adjacent relative cyclic delays [to,%1,...,%q,...,¢22_1] of
each codeword of the 2" codes are related such that

txl:rJ(Zz’l—l)Wm = y&J(ZZ*l—l)Wm (13)

for a given integer m € [0, 2" — 1], where “&” represents
modulo-2" addition. ¢, denotes the adjacent relative cyclic
delay (or simply the separation in chips) between the gth

Table 3. Quasiprime Codes for @ = 8, P = 7 Based on C;

Code FrameO Framel Frame2 Frame3d Frame4 Frame5 Frame6 Frame?7
Cg 1000000 0010000 0000100 0000001 0100000 0001000 0000010

C% 1000000 0010000 0000100 0000001 0100000 0001000 0000010 1000000
ng 0001000 0000010 1000000 0010000 0000100 0000001 0100000 0001000
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and (q + 1)th pulses. For the last delay #5» 1, the codeword
is wrapped around to obtain the separation between the
last and first pulses.

Example 1. Assuming that n =2 (i.e., code weight of
4),weget0<x<2, 0<y=<2,z=1, and m € [0, 3] from
the above mentioned delay distribution constraint. The
adjacent relative cyclic delays [to, t1, t2, t3] are related such
that ¢y = t, for m = {0, 2}, or t; = t3 for m = {1, 3}. Using
sequence codes 100001010000100, 110000100010000,
and 100010000100100 as examples, their corresponding
adjacent relative cyclic delays are [5,2,5,3], [1,5,4,5], and
[4,5,3,3], respectively. On the basis of the constraint, the
first two are valid sequence codes, while the last one is not.

According to the symmetric property described above,
the algebraic construction on the 2" prime-sequence codes
begins with Galois field GF(P) = {0, 1, ..., P — 1} of a prime
number P. As an example, the prime sequences in GF(13)
are shown in Table 4 in a form different from that in
Table 1. By inspection, the adjacent relative cyclic delays
of the codeword generated by S? can be found according to

b {S{’(j+ 1) -SPG)+P, forj={0,1,...,P—2}
77| SP©) - SPG) + P, forj=P—1
(14)
for i € GF(P). Table 5 shows the adjacent relative cyclic
delays for the prime sequences in GF(13).

The adjacent relative cyclic delays for each prime
sequence S? are then determined depending on whether
the delay-distribution constraint is satisfied. If the
constraint is satisfied, the prime sequence S will be
modified: the elements SP(j) and SP(j + 1) whose relative
cyclic delay ¢ satisfies the constraint are kept unchanged,
while the remaining elements are replaced by Xs. Note
that every X in the replaced prime sequences is simply
mapped to P zeros. However, this S” will be discarded if
none of the delays satisfies the constraint.

Example 2. Using 2" = 8 and i = 3 as an example, the
adjacent relative cyclic delays for Si3 are [16, 16, 16,
16, 3, 16, 16, 16, 3, 16, 16, 16, 3] as shown in Table 5.
Those delays that satisfy the delay distribution constraint
are boldfaced. From (13), S13 satisfies the two conditions

Table 4. Prime Sequences in GF(13)

Table 5. Adjacent Relative Cyclic Delays for the Prime
Sequences in GF(13)

o 1 2 3 4 5 6 7 8 9 10 11 12

~.

13 13 13 13 13 13 13 13 13 13 13 13 1
14 14 14 14 14 14 14 14 14 14 14 14
15 15 15 15 15 15 2 15 15 15 15 15
16 16 16 16 3 16 16 16 3 16 16 16
17 17 17 4 17 17 4 17 17 4 17 17
18 18 5 18 18 5 18 5 18 18 5 18
19 19 6 19 6 19 6 19 6 19 6 19
20 7 20 7 20 7 20 7 20 7T 20 7
21 8 21 8 8 21 8 21 8 8 21 8
9 22 9 9 22 9 9 22 9 9 22 9 9 9
10 23 10 10 10 23 10 10 10 23 10 10 10 10
1 24 11 11 11 11 11 24 11 11 11 11 11 11
12 25 12 12 12 12 12 12 12 12 12 12 12 12

OO0 Utk WNH-=O
W JO0 Utk W HW

tm = tm+2 = tm+4 = tm+6 and tm+1 = tm+5 with m = 3. The
remaining elements S33(0), S13(1), Si3(2), S¥(11), and
S13(12) are then replaced by Xs as shown in Table 6,
where the replaced prime sequences for P = 13 and 2" =
are tabulated. Note that the prime sequences Si® and
S1® are discarded since the delay distribution constraint
cannot be satisfied.

Finally, the codewords of the 2" prime sequence
codes are generated by mapping each replaced prime
sequence SP into a binary code sequence Cf =
(CP(0),CP(D),...,CP(k),...,CP(N — 1)) of length N = P?
according to

CP k) = {0, for & = SP(j) +jP and ST(j) # X (15)

1, otherwise
fori,j e GF(P)and 2 =1{0,1,...,N — 1}

2.4. Modified Prime Code

For prime sequence codes of length P2, the number of
sequence codes is limited to P; therefore, so is the number
of total subscribers. In order to generate more sequence

Table 6. Replaced Prime Sequences in GF(13) with 2" =8

J J

i o 1 2 3 4 5 6 7 8 9 10 11 12 i o1 2 3 4 5 6 7 8 9 10 11 12
o o o o o0 o o o o o o o o0 o 0 XXX 0 0 o0 o0 o0 o0 o0 o0 X X
1 0 1 2 3 4 5 6 7 8 9 10 11 12 1 X XX 3 4 5 6 7 8 9 10 X X
2 0 2 4 6 8 10 12 1 3 5 7 9 11 2 X X X 6 8 10 12 1 3 5 7 X X
3 0 3 6 912 2 5 8 11 1 4 7 10 3 XX X 9 12 2 5 8 1 1 4 X X
4 0 4 8 12 3 7 11 2 6 10 1 5 9 4 0 4 8 12 3 7 X X X X X 5 9
5 0 5 10 2 7 12 4 9 1 6 11 3 8 5

6 0 6 12 5 11 4 10 3 9 2 8 1 7 6 X X X 5 11 4 10 3 9 2 8 X X
7 0 7 1 8 2 9 3 10 4 11 5 12 6 7 XX X 8 2 9 3 10 4 11 5 X X
8§ 0 8 3 11 6 1 9 4 12 7 2 10 5 8

9 0 9 5 1 10 6 2 11 7 3 12 8 4 9 0 9 5 X X X X X 7 3 12 8 4
0 0 10 7 4 1 11 8 5 2 12 9 6 3 10 X X X 4 1 11 8 5 2 12 9 X X
1 0 11 9 7 5 3 1 12 10 8 6 4 2 1 X X X 7 5 3 1 12 10 8 6 X X
12 0 12 11 10 9 8 7 6 5 4 3 2 1 12 X X X 10 9 8 7 6 5 4 3 X X




codes for the same length, that is, the same bandwidth
expansion, at the expense of requiring synchronization
among users, modified prime sequence codes have been
proposed [2]. Modified prime sequence codes are time-
shifted versions of prime sequence codes. Each original P
prime sequence ST is taken as a seed from which a group of
new sequence codes can be generated. The sequence codes
of the first group (i.e., x = {0}) are obtained by left-rotating
the prime sequence code C5. C5 can be left-rotated P — 1
times before being recovered, so that P — 1 new sequence
codes can be generated from CE. For the other P — 1 groups
(i.e.,x={1,...,P —1}), the elements of the corresponding
prime sequence S can be left-rotated P — 1 times to create
new prime sequences SZ, = (S%.(0),S% (1),...,SE (P—
1)), where r represents the number of times S
has been left-rotated. Therefore, P prime sequences
per group are obtained. Each prime sequence Si R
is then mapped into a binary sequence code CF, =
(CL.(0),CE.(D),....CE@),...,CE (P* — 1)) according to

1, fori=S° ()+jP.j=0,1,....P—1

16
0, otherwise (16)

0,(0) = {

The set of prime sequence SE and their associated sequence
codes CF for GP(5) are tabulated in Table 7. The set of new
prime sequences SE, and their associated sequence codes
Cﬁ , for GF'(5) are tabulated in Table 8. Note that each new
sequence code has P binary “1”s. Considering all groups,
the total number of modified prime sequence codes is P2.
For a synchronous system, the cross-correlation between
the modified prime sequence codes of the xth and the yth
users can be written as [2]

P, x=y,
6y =1 0, xandy are in the same group 17
1, x andy are in the different groups

The modified prime code has unique characteristics in
that there is no correlation between any two users among
the same group and the interference from other groups
has the equal effect on the user in the same group. On
the other hand, the optical orthogonal code (OOC) has the
problem that it has to set the weights and sequence code
independently and keep the number of spreading codes
small to attain good correlation properties. Table 9 shows
the OOCs with the code length F = 32 and weight K = 4.
The total number of OOCs is given by the integer part
of (F—1)/(K?—K), and there are only two codes when

Table 7. Prime Sequences Sf and Prime Sequence Codes
C? for GF(5)

i

x 01234 Sequence Code

0 00000 S5 C5 = 10000 10000 10000 10000 10000
1 01234 S8 C% = 10000 01000 00100 00010 00001
2 02413 Y C5 = 10000 00100 00001 01000 00010
3 03142 i C3 = 10000 00010 01000 00001 00100
4 04321 S5 C% = 10000 00001 00010 00100 01000
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K =4 and F = 32, because the maximum value of the
cross-correlation should be 1. To satisfy this condition,
the distance of any two “1”s should be different in all
codes as shown in Table 9. Therefore, to increase the
number of spreading codes in OOC, the frame length
has to be increased or weights have to be smaller. In
practice, in order to make 25 spreading codes with weight
5, the sequence code length needs to be 501. Therefore,
OO0OC needs 20 times larger frame length compared to the
modified prime sequence code, and the bit rate decreases
when OOC is used. When the weights are decreased in
0O0C, the correlation property is degraded. Therefore, the
modified prime sequence code whose weights are the same
as those of OOC is more effective in a synchronous optical
CDMA, because the modified prime sequence code can
make more spreading codes with a shorter frame length.

3. SYSTEM MODEL OF OPTICAL SYNCHRONOUS CDMA

3.1. Optical Time-Encoded CDMA Systems

In optical CDMA, intensity modulation/direct detection
is used mainly in conjunction with on/off keying (OOK)
and pulse position modulation (PPM) signaling formats.
A pulse laser source is intensity-modulated by electrical
(0,1) data bits. Data are modulated by emitting optical
positive pulses at the first chips of the slots in OOK or
PPM signaling. In optical time-encoded CDMA, a slot
is divided into chips and the number of chips in a slot
equals the spreading code length. In optical synchronous
CDMA systems, synchronization between transmitter and
receiver is required, and the synchronization is achieved
by adding to the correlated signal the receiver clock signal
delayed by a proper amount. The delay must be such that
the peak of the autocorrelation function coincides with the
optical clock pulse. Code synchronization can be realized
through a two-stage process: a coarse alignment referred
to as code acquisition and a subsequent fine alignment
referred to as code tracking.

In OOK, a “1” information bit is transmitted by emitting
a optical pulse at the first chip of the slot. When no
pulse is emitted in chips within a slot, this means that
“0” information bit is transmitted. Thus, one bit binary
information is conveyed in a slot. At the decoder, threshold
detection is used in OOK. Since the threshold value
depends on the intensity level of received signal pulse,
multiple-user interference, and noise, proper adjustment
of the threshold level is required. In an M-ary PPM, a
narrow pulse is emitted at the first chip of one of M slots
in a PPM frame to represent data. Since the combination
of selecting one slot among M slots in a frame is log, M,
logy M bits can be conveyed in a frame. This results in a
low channel traffic in PPM compared to OOK in terms of
the number of transmitted pulses, due to the pulse position
multiplicity of PPM signaling. PPM can utilize maximum-
likelihood detection in which the slot with largest intensity
level in a frame is selected in maximum likelihood manner,
and thus, no precise threshold adjustment is required.

Each user is assigned a signature sequence with length
F, which serves as its address. In time encoding, the
encoder consists of the tapped optical delay lines, and the



1814 OPTICAL SYNCHRONOUS CDMA SYSTEMS

Table 8. Left-Rotated Prime Sequences Sf; - and Modified Prime Sequence

Codes Cf;’r for GF(5)

Group i

x 01234 Sequence Code

0 00000 83, C5 , = 10000 10000 10000 10000 10000
44444 Sg;l C ., = 00001 00001 00001 00001 00001
33333 S3 C 5 = 00010 00010 00010 00010 00010
22222 83, C§ 3 = 00100 00100 00100 00100 00100
11111 83;4 Cg’4 = 01000 01000 01000 01000 01000

1 01234 Sio €%, = 10000 01000 00100 00010 00001
12340 N €%, = 01000 00100 00010 00001 10000
23401 S3, €%, =00100 00010 00001 10000 01000
34012 S5, C§ 53 =00010 00001 10000 01000 00100
40123 S§;4 C% , = 00001 10000 01000 00100 00010

2 02413 Sg,o €3, = 10000 00100 00001 01000 00010
24130 N €3, = 00100 00001 01000 00010 10000
41302 S5, €35, =00001 01000 00010 10000 00100
13024 Sg;S C5 5 = 01000 00010 10000 00100 00001
30241 82;4 C5 , = 00010 10000 00100 00001 01000

3 03142 83, C3, = 10000 00010 01000 00001 00100
31420 83, €5, = 00010 01000 00001 00100 10000
14203 Sg;Q Cg,z = 01000 00001 00100 10000 00010
42031 Sg;S C5 5 =00001 00100 10000 00010 01000
20314 S§;4 C35 4 = 00100 10000 00010 01000 00001

4 04321 S5, C} , = 10000 00001 00010 00100 01000
43210 S5, €}, = 00001 00010 00100 01000 10000
32104 Si;g C5, =00010 00100 01000 10000 00001
21043 82;3 C} 53 =00100 01000 10000 00001 00010
10432 83, C} 4 = 01000 10000 00001 00010 00100

Table 9. Optical Orthogonal Codes: F =32, K =4

Number of Chips
between the
Subsequent 1s

00C

9,3,15,5
4,7,19,2

10000000010010000000000000010000
10001000000100000000000000000010

laser pulse emitted in the first chip in a slot is time-spread
in F chips within a slot corresponding to “1”s of the spread-
ing codes. That is, on information is transmitted as a
sequence of F chipped pulses and orr information is sent
as an all-zero sequence. Note that the repetition rate of the
light source limits the transmission rate, because the light
source has difficulty to generate long successive optical
pulse transmissions in time. Thus, time encoding is useful
because there is no successive optical pulse transmission
in adjacent chips. Optical pulse sequences transmitted
from users are combined in the star coupler and then
transmitted over the fiber to the desired destination. At
the receiver, an optical incoherent passive filter-matched

detection is done by an optical delay-line decoder matched
to the encoder at the transmitter. It produces a peak in
the correlation output for the intended bits. Data bits
are discriminated in the chip duration using a photodiode
followed by a threshold process.

The “near/far” problem is an essential issue in most
CDMA systems, especially in wireless applications. For-
tunately, the transceivers in an optical fiber networks are
fixed, and to a certain extent, the optical path loss between
the transmitter and the receiver can be predicted. Hence,
a gain-clamped preamplifier can be used to compensate
for optical power loss, so that all the transmitted optical
signals originating from different locations can be received
at similar optical power levels.

In the following subsection, the IM/DD systems with
OOK and PPM signaling are described as typical optical
synchronous CDMA systems. Also, as an alternative opti-
cal CDMA system, an optical frequency-encoded CDMA
system utilizing bipolar codes is briefly introduced.

3.1.1. Optical Synchronous OOK CDMA. Figure 1,
shows the transmitter block diagram of a direct-detection
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optical CDMA system. The output of the information
source is fed into the OOK encoder where the information
bitstream is directly converted into the OOK pulse
sequences. When a logical “1” is to be conveyed, the laser
is pulsed on at the first chip of the slot; when a logical
“0” is to be conveyed, the laser is not pulsed on. Then the
output laser pulse is converted into the assigned optical
code sequence, that is, the signature sequence by a tapped
optical delay line [6] shown in Fig. 2 that converts the
initial laser pulse into a specific train of output pulses.
When a logical “0” is to be conveyed, an all-zero sequence
is transmitted. Light pulse sequences from all sources
are combined in the fiber-optic network fabric and then
transmitted over the fiber to the desired destination.
Figure 3 shows the receiver block diagram of the direct-
detection optical OOK CDMA system. At the receiver,
the matched optical correlator is used to recognize the
arrival of the desired sequence. Figure 4 shows the
optical correlator comprising a set of optical delay lines
inversely matched to the pulse spacings. When the desired
optical sequence passes through the correlator, the output
light intensity traces out the correlation function of the
sequence. At the last chip position, the sum of received
optical intensity located in the same positions as the
positions of “1” of the signature codes used for the desired
channel is obtained. The correlator output is converted
into an electrical signal by the photodetector and is then
passed to the OOK decoder. The OOK decoder compares
the correlator output voltage over the last chip position
with the threshold level, then decides that “1” is sent if
the output voltage is larger than the threshold level, and

Chip period T,

T

Figure 1. The transmitter block diagram of a
direct-detection optical OOK CDMA system.

T
Bit 0 \—,

T
I

IDecision
st1 B M| | om onllem wm |
: - Optical Photo- OOK
Fiber-optic correlator detector decoder
network \ Qutput
fabric > bits

\Other
channels

Figure 3. The receiver block diagram of a direct-detection optical
OOK CDMA system.

“0” is sent otherwise. In this way each user can recover his
own logical sequence.

3.1.2. Optical Synchronous PPM CDMA. Figure 5
shows the block diagram of an optical M-ary PPM CDMA
transmitter and a signaling format. At the transmitter, a
data bitstream is first blocked into words of length log, M
bits in the PPM encoder and then each word is encoded
into a M-ary PPM signaling format, that is, one of M slot
positions. Every slot consists of F chips with the same
chip period T., where F' is the spreading factor of the
CDMA signals. The laser is pulsed on at the first chip of
the proper slot representing the word and the other slots

L1 Ll . 1xK

|||h_|||_|||||||||||

Kx1 [—

- Slot period Tg— —

Q-0
-

~— Slot period Tg—

Figure 2. A sequence encoder consisting of tapped optical delay lines.
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system.

have no pulse. Then the output laser pulse is converted
into the assigned optical code sequence, that is, the sig-
nature sequence by a set of tapped optical delay lines [6]
that converts the initial laser pulse into a specific train
of output pulses. The transmitted PPM CDMA signal in
the pulsed slot have K pulses according to the assigned
sequence code. Light pulse sequences from all the sources
are combined in the fiberoptic network fabric and then
transmitted over fiber to the desired destination.

The block diagram of an optical PPM CDMA receiver
is shown in Fig. 6. At the receiver, a matched optical
correlator is used to recognize the arrival of the desired
sequence. The optical correlator is a set of optical delay
lines inversely matched to the pulse spacings of the
sequences. When the desired optical sequence passes
through the correlator, the output light intensity traces
out the correlation function of the sequence. In the
photodetector the correlator output is converted into the
electrical signal that is passed to the PPM decoder. The
PPM decoder compares the output voltage over the last
chips of all the slots and decides the slot having the highest
voltage as the pulsed slot. Finally, the PPM decoder
declares the corresponding word as the transmitted word.

There are two main advantages of synchronous M-ary
PPM CDMA over OOK CDMA. The first advantage is that,
under a bit error rate constraint, the maximum number

Fiber-optic | _| Optical | _| Photo- PPM
network correlator detector decoder Output
fabric _‘\ bits
X Other
channels

Figure 6. The receiver block diagram of a direct-detection optical
PPM CDMA system.

of simultaneous users can be increased by increasing
M and keeping the average power fixed. On the other
hand, in the case of OOK CDMA, this number cannot
be increased without increasing the average power. The
second advantage is that any number of users can be
accommodated by increasing M is the case of PPM CDMA.
In the case of OOK CDMA, however, we may not be able
to accommodate all the subscribers, even if the average
power is increased. The reason is that, when the number
of users is N, the average number of interfering optical
pulses reduces to (N — 1)/M for PPM CDMA, whereas
this number is equal to (V—1)/2 for OOK CDMA.
Of course, these advantages of PPM CDMA over OOK
CDMA are gained at the expense of increasing the system
complexity [7].

3.2. Optical Frequency-Encoded CDMA System

In the previous two sections, we explained the time-
encoded optical CDMA systems with OOK and PPM sig-
naling and unipolar codes. Here, we introduce a frequency-
encoded CDMA (FECDMA) system as an alternative opti-
cal CDMA using bipolar codes. Note that FE-CDMA can
be used as both synchronous and asynchronous CDMA.
The advantages of optical FECDMA are random-access,
self-routing capability by the code itself, and the indepen-
dence of the bit rate and processing gain, since coding and
decoding are done by shifting phase without expanding
the frequency band. In FECDMA, bipolar sequence codes
such as pseudonoise (PN) sequences are assigned to each
user, and the Fourier transform of the transmitted pulse
for a given user is determined by encoding the phase of the
desired transmitted spectrum by the user’s PN sequence.
The system model of the FE-CDMA is shown in Fig. 7. The
FECDMA scheme is based on encoding and decoding of
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Figure 7. System model of FE-CDMA.

an ultrashort light pulse with duration z. and peak power
Py, and the operation is accomplished by using femtosec-
ond pulseshapers. The pulseshapers offer high-resolution
pulseshaping, programmability, and the flexibility to apply
arbitrary phase codes of different code lengths. The oper-
ation of encoding and decoding is performed by using
two fixed conjugate phase masks successively in the same
pulse shaper. The liquid crystal modulator (LCM) is used
to set the spectral phases to maximum-sequence phase.
The LCM has a fully programmable linear array and
individual pixels can be controlled by applying drive lev-
els resulting in phase shifts (0 or 7). By a phase mask,
the dispersed bandwidth of a pulse is partitioned into
N, frequency chips, where each chip has the bandwidth
W/N.. Each chip is assigned a phase shift (i.e., 0 or 7)
depending on the user’s PN sequence. The spectrum of
the resulting pulse is reassembled by an inverse Fourier
transform, and the encoded pulse is spread out within
a time slot in synchronous CDMA as a low-intensity
pseudonoise burst with average power Py/N. and dura-
tion T, as shown in Fig. 8. The transmitted data for a
particular user can be recovered by sampling the output of
a filter matched to the user’s pulse. The phase mask and
grating are implemented to perform the Fourier transform
and matched filtering. At the receiver side, the spectral
decoder consists of Fourier transformation of the time-
windowed received signal followed by correlation with
the PN sequence matched to the transmitter code. The
spectral-phase code of the decoder is the complex conju-
gate of the encoder’s spectral-phase code. The correctly
decoded signal becomes a replica of the original short
pulse with duration 7. and peak power Py, whereas the
MALI signal remains a low intensity pseudonoise burst. The
disadvantages of FECDMA are that the effects of MAI are
large as the number of simultaneous user increases and a
high-resolution phase mask as well as a narrow pulse are
required to improve discrimination ability.

4. CHANNEL INTERFERENCE CANCELER FOR OPTICAL
SYNCHRONOUS CDMA

Optical CDMA has several advantages over optical TDMA,
including complete utilization of the entire time-frequency
domain by each subscriber, flexibility in network design
(because the quality depends on the number of active
users), and security against interception. Synchronous
CDMA has an additional advantage over asynchronous
CDMA, where the number of available sequence codes
(and in turn the number of subscribers) is much higher
in the former under a given throughput constraint. The
latter does not require, however, any time management
as in the former. It follows that synchronous CDMA
is suitable for very high speed networks with real
time requirements (e.g., voice and digitized video). In
contrast, asynchronous CDMA is suitable for bursty
traffic with no stringent time requirements (e.g., data
transmission). On the other hand, optical CDMA has a
disadvantage over TDMA that is due to the multiple-user
interference in the former. This leads in turn to a serious
degradation in the bit error probability as the number of
simultaneous users increases. This degradation cannot be
overcome even for arbitrary high optical power. In fact,
there will be an asymptotic error floor which limits the
number of users that can communicate simultaneously
and reliably. Several interference cancellation techniques
have been proposed aiming at lowering these asymptotic
error floors. These interference cancellation techniques
are classified into two groups. One is based on the use
of properties of modified prime sequence codes, and the
other is based on the use of optical hard-limiters. The
cancellation techniques using the properties of modified
prime sequence codes have been proposed for both OOK
CDMA and PPM CDMA systems [8—19]. These techniques
estimate the amount of interference from a knowledge of
some other users’ sequence codes by using the correlation
properties of modified prime sequence codes.
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Figure 8. Frequency encoding.

As for the cancellation techniques based on the use
of optical hard-limiters, Salehi and Brackett [20] used
an optical hard-limiter that is placed before the optical
correlator at the receiver side. This optical hard-limiter
is shown to be able to remove some of the interference
patterns. Ohtsuki et al. [21] proposed a synchronous
optical CDMA system with double optical hard-limiters
placed before and after the optical correlator. This system
introduces an improvement in the performance over the

system with a single optical hard-limiter as long as
the number of users is not very large. In the case of
asynchronous optical CDMA, Ohtsuki [22,23] showed that
this improvement continues for all possible number of
users. In Ohtsuki [24] was also able to reduce the error
floor even lower than that of the system with double hard-
limiters. Lin and Wu [25] suggested a synchronous optical
CDMA system with an adaptive optical hard-limiter (or
equivalently, a tunable optical attenuator) placed after



the correlator receiver. They were able to show that the
performance can be improved as compared to the system
with double hard-limiters.

We briefly review some cancellation techniques in the
following sections.

4.1. Channel Interference Canceler Using Properties of
Modified Prime Sequence Codes

We describe the channel interference canceller using a
time-division reference signal [11,12] as an example of
the channel interference cancellation technique using the
properties of modified prime sequence codes.

Each user is assumed to be assigned a unique prime
sequence code of length P? and weight P. In the system
each user is allowed to access the network P —1 times
out of P times, and P — 1 users out of P users can access
the network in each group simultaneously; that is, one
user in each group is not allowed to access the network
at each time; unallowable user’s channel in each group
at the time is used as a reference signal for other users
in the same group at the time to cancel the effects of
channel interference, because every code in the same
group suffers the same amount of channel interference
from other groups and every code in the same group does
not interfere with each other.

Figure 9 shows an example of the access timing pattern
for the first group in the system with the canceler where
each user is not allowed to access the network at the
marked time in the table. For instance, the first user is not
allowed to access the network at time #;, and the output
of the first channel is used as a reference signal for other
users in the same group at time #; to cancel the effects of
channel interference. Notice that all the users in the same
group suffer the same amount of channel interference from

other groups. The bit rate of each user is thus
P-1
Ry= " (18)

At the same bit rate, the slot width of the proposed system
is (P —1)/P times as long as that of the system without
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Figure 9. An example of the access timing pattern for the first
group in the system with the canceler where each user is not
allowed to access the network at the marked time in the table.

canceler; thus the proposed system needs a slightly
broader bandwidth.

Figure 10 shows the receiver block diagram for the first
user of the system. At the receiver, the matched optical
correlators are used to recognize the arrival of the desired
sequence. At the last chip position, the sum of the received
optical intensity located in the same positions as the
positions of “1” of the modified prime sequence code used
for the desired channel is obtained. The correlator output
is converted into an electrical signal by the photodetector.
According to the table of the access timing pattern, the
switch is connected to the reference channel that is not
used at the time; the output of the reference signal is
subtracted from the desired signal to cancel the effect of
the channel interference. The signal after subtraction is
passed to the OOK decoder. The OOK decoder compares
the correlator output voltage over the last chip position
with the threshold level and decides the data.

Figure 11 shows the bit error probability of OOK CDMA
versus the received laser power Py for some values of P
where N = P2, that is, the full-load case. As shown in
Fig. 11, the received signal of each user is split into P

Optical
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Figure 10. The receiver block diagram for the first user of the system with the canceler.
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Figure 11. Bit error probability of OOK CDMA versus received
laser power Py for some values of P: N = P2,

branches at the receiver in the system with the canceler,
and thus the unit received laser optical power in the
delay-line of the optical correlator of the system with the
canceler Py is 1/P times as large as that of the system
without the canceler. It can be seen that the system with
the canceler has better performance than the conventional
system without the canceler when Py is not appreciably
small; as Py increases, the bit error probability of the
system with the canceler is improved, while the error floor
exists for the conventional systems without the canceler,
because the effect of the channel interference is so large
in the case of full load. Since the system with the canceler
can reduce the effects of the channel interference, the error
floor does not exist for the system with the canceler even
in the case of full load. As P increases, the effect of the
channel interference also increases in the case of full load,
and thus the system with the canceler with larger P needs
more power to have better performance.

Figure 12 shows the bit error probability of OOK CDMA
versus the received laser power Py for some values of P
where N = 20. It can be seen that the system with the
canceler has better performance than the conventional
system without the canceller when P=5 and 7, and Py
is not appreciably small. Although the system with the
canceler can reduce the effects of channel interference, it
needs somewhat large power to have better performance
than the system without the canceler, because the received
signal of each user is split into P branches. It can be also
seen that the system with the canceler has almost the
same performance for any P, because when the number
of simultaneous users is the same, the ratio of the signal
power to the channel interference power is almost the
same for any P. In addition, the system with the canceler
can cancel the effects of the channel interference. Thus, the
system with the canceler has almost the same performance

for any P.
Figure 13 shows the bit error probability versus the
number of users N for some values of P where Py = —75

dBW. It can be seen that the system with the canceler has
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Figure 12. Bit error probability of OOK CDMA versus received
laser power Py for some values of P: N = 20.
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Figure 13. Bit error probability of OOK CDMA versus the
number of users N for some values of P: Py = —75 dBW.

better performance when N is not appreciably small: when
N > 6 for P=7, the system with the canceler has better
performance. The effects of the channel interference are
small when N is small. Thus the system with the canceler
does not have better performance when N is small. It
can be also seen that the system with the canceler has
almost the same performance for any P, while the bit error
probability of the conventional system is improved as P
increases. In the conventional system without the canceler,
the effect of channel interference is almost the same for
any P at the same N, while the signal intensity becomes



larger as P increases even at the same N. In addition,
the system with the canceler can reduce the effect of
channel interference. Thus, the bit error probability of the
conventional system is improved as P increases, while the
system with the canceler has almost the same performance
for any P.

4.2. Channel Interference Canceler Using Optical
Hard-Limiters

Figure 14 shows the receiver block diagram of the direct-
detection optical OOK CDMA system with a single optical
hard-limiter [20]. In optical CDMA systems, the channel
interference is the prime noise factor; it degrades the
performance seriously and produces an asymptotic floor
to the error probability. An optical hard-limiter is used to
reduce the channel interference and to improve the system
performance. An optical hard-limiter is defined as

_Jv, x>Th

g(x)_{o, 0<x<Th (19)
where vr is the fixed value dependent on the signal
intensity and Th is the threshold level. If an optical
light intensity x is larger than or equal to the threshold
level Th, the hard-limiter would clip the intensity back
to vr, and if the optical light intensity x is smaller
than Th, the response of the optical hard-limiter would
be zero. This optical hard-limiter would improve the
system performance in the ideal link, because it would
reduce the effect of the channel interference generated by

Fiber-optic Optical
network fabric —l hard-limiter

Optical Photo-
correlator detector

N other channels
Output OOK
bits decoder

Figure 14. The receiver block diagram of a direct-detection
optical OOK CDMA system with the single optical hard-limiter.
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some combinations of interference patterns. As shown in
Fig. 14, the optical hard-limiter is placed before the optical
correlator in the conventional optical CDMA systems. At
the receiver, the matched optical correlator is used to
recognize the arrival of the desired sequence. The optical
correlator is a set of optical delay lines inversely matched
to the pulse spacings. When the desired optical sequence
passes through the correlator, the output light intensity
traces out the correlation function of the sequence. At the
last chip position, the sum of received optical intensity
located in the same positions as the positions of “1” of the
signature sequence code used for the desired channel is
obtained.

Figure 15 shows an example of an interference pattern
on the desired signal over a sequence period T' = 97, when
the desired signal sends “1” where T is the chip duration:
the second and the third marks of the desired user are hit
by one undesired interferer’s mark, respectively. The inter-
ference is removed by the first optical hard-limiter. Note
that, however, the interference would contribute to the
optical light intensity of the desired user when the desired
user sends “1” if the optical hard-limiter is not used.

Figure 16 shows an example of an interference pattern
on the desired signal over a sequence period T = 97T,
when the desired signal sends “0”; the first mark position
of the desired user is hit by two undesired interferers’
marks, and the second mark position of the desired user
is hit by one undesired interferer’s mark. As shown in
this figure, there are some interference patterns that are
not completely removed with the first optical hard-limiter
when the desired user sends “0.”

To improve the system performance by excluding some
combinations of interference that cause incorrect bit
decisions for “0” bit transmission, optical synchronous
CDMA systems with double optical hard-limiters have
been proposed. Figure 17 shows the receiver block diagram
of the system with double optical hard-limiters. In the
system, optical hard-limiters are placed before and after
the optical correlator. The optical hard-limiters placed
before and after the optical correlator are referred to as
the first and the second optical hard-limiters, respectively.

Hit by one undesired interferer's

Figure 15. An example of an interference pat-
tern on the desired signal over a sequence period
T = 9T. when the desired signal sends a “1”; the
second mark of the desired user is hit by one unde-
sired interferer’s mark, and the third mark of the
desired user is hit by one undesired interferer’s
mark.
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Desired signal d'(t) for '0' bit transmission

Hit by two undesired

interferers' mark. \
1

Figure 16. An example of an inter-
ference pattern on the desired signal
over a sequence period 7' = 97, when
the desired signal sends “0”; the first
mark position of the desired user is

hit by two undesired interferes’ mark,
and the second mark position of the

desired user is hit by one undesired 0
interferer’s mark.

Figure 17. The receiver block diagram of a
direct-detection optical CDMA system with double
optical hard-limiters.

The first and the second optical hard-limiters are defined
as the same as in the optical CDMA systems with the
single optical hard-limiter given by Eq. (19). The first
optical hard-limiter would clip the intensity back to vy,
and thus exclude or reduce the channel interference by
other undesired interferers’ marks. The second optical
hard-limiter is used to exclude some interference patterns
that are not completely removed with the first optical
hard-limiter when the desired user sends “0” as shown in
Fig. 16.

The second optical hard-limiter would clip the output
intensity from the optical correlator back to zero if the
optical light intensity x is smaller than Th. Therefore, the
system using double optical hard-limiters would improve
the system performance, because it would exclude the
effect of the channel interference generated by some
combinations of interference patterns as shown in Fig. 16.

Figure 18 shows the bit error probability versus the
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average received photocount in the last chip K, for
the optical OOK CDMA systems without the optical
hard-limiter, with the single optical hard-limiter, and
with the double optical hard-limiters for some values
of P. It can be seen that using the single optical
hard-limiter placed before the optical correlator slightly
degrades the performance of an optical synchronous
CDMA system using modified prime sequence codes. Using
the single optical hard-limiter excludes some combinations
of interference patterns; however, it also excludes some
combinations of interference patterns contributing to
the optical intensity of the desired user. Thus, using
the single optical hard-limiter slightly degrades the
performance under the Poisson shot noise model for
the receiver photodetector. It can be also seen that the

Figure 18. Bit error probability versus K; for the optical OOK
CDMA systems without the optical hard-limiter, with the single
optical hard-limiter, and with double optical hard-limiters for
some values of P where N = 5.

optical CDMA system with double optical hard-limiters
has better performance than do the other two systems
when P =5; when P = 3 using the system with double
optical hard-limiters has a performance slightly worse
than that of the system without the optical hard-limiter
and slightly better that of than, the system with the single
optical hard-limiter. The double optical hard-limiters can
exclude combinations of interference patterns that the



single optical hard-limiter cannot exclude; all the mark
positions of the desired user are not hit by undesired
interference marks when the desired user sends “0.”
When P = 3 and N = 5, there are still some combinations
of interference patterns that the double optical hard-
limiters cannot exclude, while there is no combination
of interference patterns that the double optical hard-
limiters cannot exclude when P=5 and N =5. Thus,
the error floor exists for the optical CDMA systems
with double optical hard-limiters when P =3 and N =5
and does not exist when P=5 and N =5. Moreover,
it can be seen that all the systems with P =5 have
better performance than do those with P = 3, respectively.
This is because the probability that the undesired users’
marks hit the desired user’s mark positions is small
when P = 5. Thus all the systems with P = 5 have better
performance.

Figure 19 shows the bit error probability versus the
number of users N for the optical OOK CDMA systems
without the optical hard-limiter, with the single optical
hard-limiter, and with double optical hard-limiters with
P =17 and K, = 30. It can be seen in the figures that the
optical CDMA system with double optical hard-limiters
has the constant low bit error probability when N is
smaller than or equal to P: N < 7. This is because the
optical hard-limiters can exclude all the combinations of
interference patterns when N < P, that is, the number
of interferers is smaller than P. It can be also seen
that the performance of the optical CDMA system with
double optical hard-limiters becomes worse than that
of the optical CDMA systems without the optical hard-
limiter when N is large. When N is large, the probability
that all the mark positions of the desired user are hit
by the undesired interference marks becomes high, and
thus the number of combinations of interference patterns
that the double optical hard-limiters cannot exclude
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Figure 19. Bit error probability versus the number of simulta-
neous users N for the optical OOK CDMA systems without the
optical hard-limiter, with the single optical hard-limiter, and with
double optical hard-limiters: P = 7 and K = 30.
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becomes large and the performance is degraded. Therefore,
using the double optical hard-limiters is effective in
improving the performance of optical synchronous CDMA
systems when the number of simultaneous users is not so
large.
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1. INTRODUCTION

Driven by the desire to meet the ever-growing bandwidth
demand of our communication society while steadily
reducing the cost per transmitted information bit, per-
channel data rates in wavelength-division multiplexed
(WDM) optical communication systems have continuously
been increased, with 40-Gbit/s systems being commercially
available today. Aggregate single-fiber transmission
capacities on the order of 10 Thit/s, as well as capacity-
times-distance products exceeding several 10 Pbit/s km
have been reported [1]. Conversely, tremendous advances
in optical filter design and optical multiplexer technology
have enabled channel spacings of some 10 GHz in dense
WDM systems. Thus, 40 Gbit/s has become the data rate
at which optics and electronics have met, and —for the
first time in optical communications —has made spectrally
efficient modulation a major issue.

As a consequence, the investigation of cost-effectively
manufacturable transmitters for bandwidth-efficient opti-
cal modulation formats, as well as the optimization of
high-speed optical receivers for dense WDM systems have
become key topics of optical communications research and
development. The quest is on for identifying combina-
tions of modulation formats and receiver structures that
can best cope with optical noise as well as with vari-
ous linear and nonlinear signal-distortions accumulated
along the fiber-optic transmission path [2], with the aim
to trade high receiver sensitivities for longer transmis-
sion distances, relaxed component tolerances, or increased
system margins.



Another field that asks for highly optimized optical
transmitters and receivers is free-space optical communi-
cations. With applications both in terrestrial broadband
access and in space-borne intersatellite links [3,5], free-
space optical communications will enable future high-
speed mobile data networking, bringing broadband data
services to remote locations on the globe as well as to users
on airplanes.

This section intends to open up the field of optical
modulation and reception on an introductory level by
discussing a selection of optical modulation techniques
currently viewed as being most promising. Further,
high-performance optical receiver structures and their
noise properties are outlined, both for the fiber channel
and for the free-space channel. Basic receiver design
rules as well as important performance trade-offs are
extracted. Frequently used concepts for quantifying
receiver performance, such as receiver sensitivity, quantum
limit, @-factor, and optical signal-to-noise ratio (OSNR)
are explained. To probe beyond the overview given in this
chapter, and to acquire a more complete picture of the
wide field of optical transmission, reception, and noise,
the reader is kindly referred to the selection of excellent
texts referenced at the end of the section.

2. OPTICAL MODULATION FORMATS AND THEIR
IMPLEMENTATION

After giving a general classification of optical modulation
formats, this section discusses the most important optical
modulation techniques known today, with a particular
view on their practical implementation by means of state-
of-the-art high-speed opto-electronic components.

2.1. Classification

2.1.1. What to Modulate? The optical field' has three
physical attributes that can be used to carry information:
Amplitude, phase (including frequency), and polarization.

Depending on which of the three quantities is used to
convey information, we distinguish between amplitude-
modulated, phase-modulated (frequency-modulated), and
polarization-modulated formats. Hybrid formats that
simultaneously modulate two or more properties of
the optical field (e.g., quadrature amplitude modulation
(QAM)) have not yet made their way into high-speed
optical communications. These formats are widely used
in microwave communications, as well as in the related
field of optical subcarrier-multiplexing, predominantly
for cable-TV applications [6]. Here, several individually
modulated signals on separate radio-frequency (RF)
carriers are imprinted on an optical field by (linear)
amplitude modulation.

1In optical communications, the term optical field is used to
denote either one of the four electromagnetic field quantities
observing the wave equation. It is usually expressed as a complex
baseband quantity by eliminating the optical carrier frequency
and is normalized such that its squared magnitude represents
the optical power.
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While amplitude and phase modulation have been
widely used in high-speed optical communications, polar-
ization modulation has received comparatively little
attention so far [7]. This can primarily be attributed
to the random polarization changes in optical fibers,
necessitating active polarization control at the receiver.
For amplitude- or phase-modulated formats and direct-
detection receivers, however, polarization control is only
required if polarization-mode dispersion (PMD) becomes
an issue [8]. From a receiver point of view, this addi-
tional complexity would only be justifiable if polarization
modulation offered significant baseline receiver sensitivity
improvements over amplitude modulation, which it does
not [9].

Note that our classification does not require a phase-
modulated optical field to be constant-envelope, nor an
amplitude-modulated field to have constant phase. It is
the physical quantity from which information is extracted
at the receiver that drives our classification. To give
some examples: Differential phase shift keying (DPSK,
cf. Section 2.3.1) is a phase-modulated format, regardless
of whether it is transmitted constant-envelope or by
means of phase-modulated optical pulses in the form
of return-to-zero-DPSK (RZ-DPSK). Conversely, carrier-
suppressed return-to-zero (CSRZ, cf. Section 2.2.3) is an
amplitude-modulated format, regardless of the fact that
the optical field’s phase is additionally modulated in order
to beneficially influence the spectrum.

2.1.2. How Many Symbols? The most widely used
classes of optical receivers use direct detection (cf.
Sections 3.2 and 3.6), that is they make use of the optical
power P = |E|?, the squared magnitude of the complex
optical field amplitude E. If no optical phase-to-amplitude
converting element is employed prior to detection, a direct-
detection receiver is unable to distinguish between the
two received symbols E; s = *+|E|, since they both have
the same optical power, P; = Py = | &+ E|2. The additional
degree of freedom gained by this ambiguity can be
beneficially employed to shape the optical spectrum, or to
make a format more resilient to distortions accumulated
along the transmission line. Formats making use of
this potential fall in the class of pseudo-multilevel or
polybinary signals, depending on whether bit-correlations
are introduced (as for duobinary formats, (M)DB, cf.
Section 2.2.4) or not (as for carrier-suppressed return-
to-zero, CSRZ, cf. Section 2.2.3). It is important to
realize that these two classes of modulation formats
use more than two symbols to encode a single bit of
information, but transmit symbols at the bit rate R.
For the formats of interest in optical communications
today, the symbol alphabet {+|E|, —|E|, 0} is used, which is
mapped onto {0, |E|%} at the receiver. Pseudo-multilevel
and polybinary signaling must not be confused with
multilevel signaling, where log,(M) bits are encoded on
M symbols, and are then transmitted at a reduced
symbol rate of R/log,(M). Both multilevel amplitude
shift keying [10] and (differential) quadrature phase
shift keying (DQPSK, cf. Section 2.3.2) are multilevel
optical modulation techniques. The difference between
polybinary, pseudo-multilevel, and multilevel signaling is



1826 OPTICAL TRANSMITTERS, RECEIVERS, AND NOISE

Table 1. Symbol Encoding Examples for Multilevel, Pseudo-Multilevel, and
Polybinary Signaling

Bit Sequence 0O 0 1 o 1 1 1 0 0 1 0 1
pseudo-multilevel (CSRZ) 0 0 1 0 1 -1 1 0 0 -1 0 -1
polybinary (DB) o 01 0 -1 -1 -1 0 O -1 o0 1
multilevel (DQPSK) 0 +m/2 T +m/2 —m/2 —/2

visualized in Table 1, showing a data bit stream with three
different symbol encodings.

2.1.3. Both Sidebands Needed? Apart from shaping
(and compressing) the optical signal spectrum by means of
(pseudo)-multilevel or polybinary signaling, it is possible
for some modulation formats to additionally suppress half
of their spectral content by appropriate optical filtering:
Since the spectrum of real-valued baseband signals
is symmetric around zero frequency, filtering out the
redundant half of the spectrum (i.e., one of the two spectral
‘sidebands’) preserves the full information content. This
is exploited in single-sideband (SSB) signaling, where
one sideband is completely suppressed, and in vestigial-
sideband (VSB) signaling, where an optical filter with a
gradual roll-off is offset from the optical carrier frequency
to suppress major parts of one of the two sidebands, while
at the same time performing some filter action on the
other, desired sideband [11].

While broadband optical SSB is hard to generate
in practice because of difficulties in implementing
appropriate optical filter functions [10], optical VSB has
been successfully demonstrated [12] on non-return-to-
zero on/off keying (NRZ-OOK, cf. Section 2.2.1). Note
that in fiber communications, VSB filtering is preferably
done at the receiver instead of the transmitter, since
if a sideband was suppressed at the transmitter, it
would quickly reconstruct itself upon nonlinear fiber
propagation. The advantage of using VSB comes from
reduced WDM channel crosstalk for the desired sideband,
ifunequal channel spacings are employed. This situation is
visualized in Fig. 1 [12], showing the composite spectrum
of five wavelength-division multiplexed NRZ-OOK signals
with alternating channel spacings of 1.2 and 1.7 times the
data rate R. Severe WDM crosstalk is introduced for the
sidebands on the closer-spaced sides (region A), making
them useless for detection. Conversely, significantly less
crosstalk is found for the sidebands on the larger-spaced
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Figure 1. Vestigial sideband (VSB) transmission of optical
signals on an unequally-spaced frequency grid to avoid WDM
channel crosstalk [12].

sides (region B) than would be present if the channels
were spaced on an equally-spaced frequency grid.

2.2. Amplitude Modulation Formats

2.2.1. Non-Return-to-Zero On/Off Keying (NRZ-OOK).
The simplest of all optical modulation formats is non-
return-to-zero on/off keying (NRZ-OOK), often just called
NRZ. This format imprints data on an optical carrier
by switching light on and off. Historically, this was the
first, and is still the most widely deployed optical mod-
ulation format. It has been used to directly modulate®
both light-emitting diodes (LEDs) and lasers. Unfortu-
nately, directly modulated laser light is highly chirped,
that is, it exhibits strong residual phase modulation, which
broadens the optical spectrum and degrades transmission
performance through interaction with optical fiber dis-
persion in many important transmission scenarios. Thus,
for modulation speeds above 2.5 Gbit/s and/or for long-
haul fiber communication systems, external modulation
has to be used. Here, the light of a continuously operating
laser source is modulated by means of an external device,
engineered for low chirp, or even designed for chirp-free
operation. The two most important external modulators
are semiconductor electro-absorption modulators (EAMs)
and Lithium-Niobate (LiNbOs) Mach-Zehnder modulators
(MZMs). Both are commercially available for 40-Gbit/s
modulation today.

EAMs [13] have the advantage of low-drive voltages
(typ. 2 V), and are cheap in volume production. However,
they still produce some residual chirp, have dynamic
extinction ratios (maximum-to-minimum modulated light
power) typically not exceeding 10 dB, and have limited
optical power-handling capabilities (typ. 10 dBm). Their
fiber-to-fiber insertion losses are about 10 dB, which has
led to the integration with laser diodes, thus avoiding the
input fiber-to-chip interface. Electro-absorption modulated
lasers (EMLs) with output powers on the order of 0 dBm
are widely available today. Another way of eliminating
the high insertion losses of EAMs is the integration with
semiconductor optical amplifiers (SOAs), which can even
yield some net fiber-to-fiber amplification [14]. Figure 2a
shows typical transmission characteristics of an EAM as
a function of drive voltage. Note that the absorption of the
EAM saturates at high drive voltages.

MZMs have excellent extinction performance (typ.
20 dB), can be made chirp free by balanced driving, and
have lower insertion losses than EAMs (typ. 5 dB). The

2Using direct modulation, data are directly superimposed on a
light-emitting device’s drive current, which otherwise has biasing
functionality only.
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Figure 2. Typical optical power transmission characteristics of
EAMs (a) and MZMs (b).

required (high-speed) peak-to-peak drive voltages of some
6 V, however, often represent serious practical problems.
The MZM transfer characteristics is sinusoidal, owing to
the Mach-Zehnder structure of the device (cf. inset to
Fig. 2b): The incoming light is split into two paths at
an input coupler. One (or both) paths are equipped with
phase modulators that let the two fields acquire some
phase difference relative to each other. Finally, the two
fields interfere (destructively or constructively, depending
on the modulated phases) at an output coupler. The optical
field transfer function Tz (Vy, V) thus reads

Tg(V1,Vy) = %{ej‘i’(vl) + efd’(Vz)}
= &/ PVVTV2)2 co5[(p (V1) — d (Vo)) /2] (1)

where ¢ (V7 2) are the voltage-modulated optical phases of
the two MZM arms. Since the phase modulation is a linear
function of the drive voltage, the MZM power transfer
function depends only on the drive voltage difference
AV, Tp(Vy, Vo) = |Tg(Vy, V)2 = Tp(AV), which gives an
additional degree of freedom in adjusting modulator chirp
[15]. If the two modulator arms are driven by the same
amount, but in opposite directions (¢ (V1) = —¢(Vs)), the
phase term in Eq. (1) vanishes, resulting in purely real-
valued transmission characteristics (i.e., in chirp-free
operation). This driving condition is known as balanced
driving or push-pull operation. Note that balanced driving
cannot only be used to eliminate chirp, but also to
reduce the output power requirements of the RF driver
amplifiers by 6 dB (at the expense of having to use
an additional amplifier, of course). Optical NRZ data
signals are usually generated by driving the MZM from
its minimum transmission to its maximum transmission,
as visualized in Fig. 2b. Note that the non-linear parts of
the MZM transfer function at high and low transmission
can suppress overshoots and ripple on the electrical NRZ
drive signal.

Figure 3 shows optical spectrum and optical eye
diagram? of an idealized NRZ signal. The optical spectrum,
defined as the bit-pattern-averaged squared magnitude
of the optical field’s Fourier transform, is composed of
a continuous portion, which reflects the shape of the
individual NRZ data pulses, and discrete tones at integer

3 Eye diagrams are important means of visualizing the quality
of digital signals. They are formed by plotting on top of each
other copies of the same modulated bit pattern, shifted by integer
multiples of the bit duration.
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Figure 3. Optical spectrum and eye diagram of an NRZ signal.

multiples of the data rate. The weight of these tones
is determined by the optical spectrum of the NRZ data
pulses, and therefore depends on the NRZ rise/fall times.
For ideal (rectangular) NRZ signals all tones vanish, apart
from the one at zero frequency.

2.2.2. Return-to-Zero On/Off Keying (RZ-OOK). Re-
gardless of the modulation format (phase or amplitude),
NRZ often suffers from bandwidth-limitations, both at the
transmitter and at the receiver, leading to the presence
of intersymbol interference (ISI) in the bit sequence to
be detected. ISI denotes the corruption of bits (most
notably, of isolated ‘0’-bits) by their neighboring ‘1’-bits. In
optical communications, ISI is particularly harmful, since
detection noise often grows linearly with signal amplitude
(cf. Sections 3.2, 3.4, and 3.6). Figure 4 shows typical NRZ
and RZ electrical eye diagrams at the decision gate of
a receiver for the same average optical input power and
under the same filtering conditions, where the effect of ISI
on NRZ becomes evident. In addition to ISI introduced by
bandlimiting (optical or electrical) elements, NRZ formats
degrade rapidly in many important fiber transmission
scenarios. Return-to-zero (RZ, impulsive coding) coding
mitigates these problems, and leads to enhanced system
performance [16,17]. In the case of RZ-OOK, information
is encoded on the presence or absence of optical pulses. By
well centering the pulses in the bit slots, pattern effects
coming from limited NRZ drive signal bandwidths are
largely eliminated.

The advantages found for RZ coding come at the
expense of higher optical transmission bandwidth require-
ments, as well as of more complicated transmitter struc-
tures, as shown in Fig. 5. Usually, RZ-OOK is generated
from an optical NRZ signal by carving out pulses by

No ISI

\

Filtered RZ eye

Filtered NRZ eye

Figure 4. Eye diagrams for NRZ and RZ signals. Intersymbol
interference (ISI) affects NRZ performance, while it is not seen
for RZ.
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Figure 5. Structure of a typical RZ transmitter, consisting of a
laser source, an external NRZ modulator, and a RZ pulse carver.

means of an additional modulator, termed pulse carver.
Typically, pulse carvers are implemented as sinusoidally
driven EAMs or MZMs.

Using an EAM, short (a few ps) optical pulses can be
realized by biasing the modulator well in its absorption
region, and letting only the peak portion of the sinusoidal
drive signal reach appreciable transmission, as shown in
Fig. 6. This technique is therefore widely used in optical
time-division multiplexing (OTDM) transmitters [18,19].

If a MZM is used for pulse carving, three operating
conditions have to be distinguished:

e Sinusoidally driving the MZM at the data rate
between minimum and maximum transmission
results in optical pulses with a full-width-half-
maximum (FWHM) of 50% of the bit duration (a duty
cycle of 50%), as shown in Fig. 7 (dashed). Decreasing
the modulation swing while adjusting the modulator
bias such as to still reach good extinction between
pulses, the duty cycle can in principle be reduced to
36%, however, with significant excess insertion loss,
since the modulator is then no longer driven to its
transmission maximum. At a duty cycle of 40%, the
excess insertion loss amounts to 2.2 dB. Increasing
the drive voltage to reduce the pulse width (as can
be done in the case of EAMs) is not possible with
MZMs, owing to the periodic nature of the MZM
transmission function.

o Sinusoidally driving the MZM at half the data rate
between its transmission minima produces a pulse
whenever the drive voltage passes a transmission
maximum, as visualized in Fig. 7 (solid). This way,
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Figure 6. Sinusoidally driven EAM used as RZ pulse carver to
attain short optical pulses, with duty cycles below 33%.
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Figure 7. Sinusoidally driven MZM as pulse carver for
33%-duty-cycle RZ (solid) and 50%-duty-cycle RZ (dashed).

duty cycles of 33% can be realized, however, without
the possibility for adjustments by varying the drive
voltage. The doubled peak-to-peak drive voltage
requirements usually pose little technical problems,
since narrow-band RF amplifiers can be used.

e Sinusoidally driving the MZM at half the data rate
between its transmission maxima results in pulses
with 67% duty cycle and with alternating phase.
The resulting format is called carrier-suppressed RZ
(CSRZ), and will be discussed in Section 2.2.3.

Other, less frequently used RZ-OOK modulation
techniques include mode-locked lasers in combination with
external NRZ-modulators to achieve very low duty cycle
pulses for OTDM applications [20], single-step RZ-OOK
modulation by means of an electrical RZ drive signal [21],
and techniques employing the rising and falling edges of
the electrical NRZ signal for RZ pulse generation [22,23].
Note that these methods make do with a single external
optical modulator, without the need for a pulse carver.

Spectra and eye diagrams of 50% duty cycle RZ (gray)
and 33% duty cycle RZ (black), as produced by a MZM in
push-pull operation, are shown in Fig. 8.

2.2.3. Carrier-Suppressed Return-to-Zero (CSRZ). Car-
rier-suppressed return-to-zero (CSRZ) is a pseudo-
multilevel modulation format, characterized by reversing

Optical spectrum

Frequency

Figure 8. Optical spectra and eye diagrams for 50% duty cycle
RZ (gray) and 33% duty cycle RZ (black), as produced by a MZM
in push-pull operation.



the sign of the optical field at each bit transition. In con-
trast to the duobinary formats detailed in Section 2.2.4,
the sign reversals occur at every bit transition, and are
completely independent of the information-carrying part
of the signal. CSRZ is most conveniently realized by sinu-
soidally driving a MZM pulse carver at half the data rate
between its transmission maxima, as visualized in Fig. 9.
Since the optical field transfer function Tz(AV) (dashed)
of the MZM changes its sign at the transmission mini-
mum (cf. Eq. (1) for push-pull operation), phase inversions
between adjacent bits are produced. Thus, on average, the
optical field of half the ‘1’-bits has positive sign, while
the other half has negative sign, resulting in a zero-mean
optical signal. As a consequence, the carrier at the optical
center frequency vanishes, giving the format its name.

Using a MZM to generate CSRZ results in a duty cycle
of 67%, which can be brought down to 50% at the expense
of excess insertion loss by reducing the drive voltage swing.
At a duty cycle of 55%, an excess insertion loss of 2 dB has
to be accepted. It is important to note that, due to its most
widely used practical implementation with MZMs, the
duty cycle of CSRZ signals usually differs from the one of
standard RZ. Thus, care has to be taken when comparing
the two formats, since some performance differences result
from the carrier-suppressed nature of CSRZ, while others
simply arise from the different duty cycles.

Spectrum and eye diagram of 67%-duty cycle CSRZ, as
generated by a MZM in push-pull configuration, are shown
in Fig. 10. For comparison, the spectrum of a (hypothetical)
67%-duty cycle RZ signal is also given (gray). Note that
the only difference between the two spectra is the location
of the discrete tones.

2.2.4. Duobinary and Modified Duobinary (DB, MDB).
Duobinary (DB) and modified duobinary (MDB) signals
are polybinary signals, a subset of the partial response
signaling format [11,24]. In optical communications
they have also become known under the keywords
phase-shaped binary transmission (PSBT) [25] and
phased amplitude-shift signaling (PASS) [26]. Most
conveniently, optical (M)DB signals, like CSRZ, employ

5 o
7)) [}
= Q
£ 3
2 S
o a
[l (@)
Time

[0]

£

'_

Figure 9. Sinusoidally driven MZM as pulse carver for
67%-duty-cycle CSRZ. The solid and dashed transmission curves
apply for the optical power (Tp(AV)) and field (Tg(AV)), respec-
tively.
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Figure 10. Optical spectrum and eye diagram of 67%-duty cycle
CSRZ, as generated by a MZM in push-pull configuration (black).
The spectrum of a 67%-duty cycle RZ signal without phase
reversals is given for comparison (gray).

the signaling set {0, £|E|}, taking advantage of the power-
detecting property of direct detection optical receivers
that automatically converts the three optical symbols to
the two electrical symbols {0, |E|2}. However, unlike with
CSRZ, the optical phases of the individual bits additionally
depend on the bit pattern: For DB signaling, a phase
change occurs whenever there is an odd number of ‘0’s
between two successive ‘1’s, whereas for MDB the phase
changes for each ‘1’ (even for adjacent ‘1’s), independent of
the number of ‘0’s inbetween (cf. also Table 1).

(M)DB signals are more tolerant than conventional
binary signals with respect to chromatic dispersion,
narrow-band optical filtering (thus allowing for closer
WDM channel spacings), as well as to some non-linear
transmission impairments. Explanations can be given
both in the frequency domain [10,27] and in the time
domain [25,26,28], the latter lending itself to a partic-
ularly intuitive interpretation: Consider the bit pattern
...0010100..., with the ‘1’-bits being represented by the
tall, shaded pulses in Fig. 11. When transmitted through
narrow-band optical filters or over dispersive optical fiber,
the pulses broaden (hatched) to let some energy spill into
the isolated ‘0’-bit. If the two pulses have the same optical
phase, their optical fields add up constructively, leading to
severe ISI (dashed). For (M)DB, however, two pulses sep-
arated by an isolated ‘0’-bit always have opposite phases,
which lets them interfere destructively and thus reduces
ISI (solid).
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Figure 11. Initially narrow optical pulses (shaded) broaden
through fiber dispersion or optical filtering (hatched). If the two
pulses have the same optical phase, their optical fields add up
constructively (dashed). For (M)DB, the two pulses have opposite
phases, which lets them interfere destructively (solid) [25,26].
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Figure 12. Optical spectra of duobinary (black) and modified
duobinary (gray) signals in NRZ coding (upper) and RZ
coding (lower).

Both DB and MDB can be implemented in RZ or
NRZ format. Figure 12 shows the optical spectra of NRZ
(upper) and RZ (lower) DB (black) and MDB (gray). A
characteristic feature is the spectrally compressed main
lobe as compared to NRZ-OOK (cf. Fig. 3). For NRZ-DB,
the side lobes are filtered out for optimum performance
[10]. Note that (M)DB spectra have no discrete spectral
components, which helps to suppress stimulated Brillouin
scattering (SBS) in optical fibers [29].

Duobinary transmitters are usually implemented
using a three-level electrical drive signal {—1, 0, +1} in
combination with a MZM driven between its transmission
maxima (like for CSRZ, Fig. 9, but using the data signal
instead of a sinusoid). The methods resulting in chirp-
free (M)DB signals operate the MZM in push-pull mode.
As shown in Fig. 13a, the three-level electrical drive
signal can be generated using analogue addition (DB) or
subtraction (MDB) of the bit sequence with a 1-bit-delayed
replica of itself, provided that appropriate precoding is
performed on the data [11,27]. Since the required three-
level (linear) RF driver electronics are hard to implement
in practice, one usually resorts to method (b), taking
a highly low-pass filtered version of the precoded data
signal to drive the MZM. The filter bandwidth B has
to be chosen on the order of one fourth the data rate
R [27]. A third realization (c¢) uses a MZM as a phase
modulator (cf. Section 2.3.1) to generate an intermediate
DPSK signal, which is transformed to (M)DB using an

Figure 13. (Modified) duobinary signals are either generated by
driving a MZM around its transmission minimum (cf. Fig. 9)
using a 3-level electrical drive signal [(a) and (b)]. Alternatively,
(M)DB can be generated using a MZM as phase modulator, and
passing the resulting DPSK signal through a delay interferometer
(DI) (o).

optical delay interferometer [30]. By reducing the optical
delay to values less than the bit duration 7', variable duty
cycle RZ-MDB can be generated without the need for a
pulse carver [23,31].

2.2.5. Chirped Return-to-Zero (CRZ). Chirped return-
to-zero (CRZ) is predominantly used for ultra-long-haul
fiber communication, as found in transoceanic (submarine)
systems [32,33]. CRZ signals are generated by sinusoidally
modulating the phase of a RZ signal at the data rate, using
a separate phase modulator. The intentionally introduced
chirp on the one hand beneficially influences nonlinear
fiber transmission performance, but on the other hand
broadens the signal spectrum. In WDM systems, the
amplitude of the sinusoidal phase modulation has thus
to be optimized by trading the gain due to enhanced
nonlinear propagation performance against WDM channel
crosstalk. Typically, the optimum phase modulation
amplitude amounts to ~1 rad [32].

The benefits of CRZ obviously come at the expense
of more complex transmitter architectures, comprising a
total of three external modulators whose drive signals have
to be carefully synchronized. Integrated GaAs/AlGaAs
modulators for CRZ, combining NRZ data modulator, RZ
pulse carver, and CRZ phase modulator in one module,
have been reported [34].

2.3. Phase Modulation Formats

The most widely used class of optical receivers employs
direct detection, that is, the receiver is only sensitive to
optical power variations (cf. Sections 3.2 and 3.6). To detect
modulation of the optical field’s phase, phase-to-amplitude
converting elements therefore have to be inserted into the
optical path prior to detection. Since these elements are
unable to offer an absolute optical phase reference, the
phase reference has to be provided by the signal itself:
Each bit acts as a phase reference for another bit, which is
at the heart of all differential phase shift keying formats.

2.3.1. Differential Phase Shift Keying (DPSK). Binary
differential phase shift keying (BDPSK, or simply DPSK)
encodes information on a binary phase change between
adjacent bits. A logical ‘1’ is encoded onto a 7 phase
change, whereas a logical ‘0’ is represented by the
absence of a phase change. Thus, like for (M)DB, an
appropriate precoding circuit has to be employed at the
transmitter prior to modulation. Like OOK, DPSK can be
implemented in RZ and NRZ format. The main advantage
from using DPSK instead of OOK comes from a 3-dB
sensitivity improvement at the receiver, provided that
balanced detection is employed [9,35]. This enhanced
sensitivity directly translates into increased transmission
distance [36].

An optical (N)RZ-DPSK transmitter is shown in Fig. 14.
The phase of the optical field of a narrow-linewidth laser
source is flipped between 0 and 7 using the precoded
(differentially encoded) version of the NRZ data signal,
as visualized by the two bit patterns in the figure. If a
straight-line phase modulator (PM) is used, the speed of
the phase transitions is limited by the combined band-
width of driver amplifier and phase modulator, while the
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Figure 14. Setup of a RZ-DPSK transmitter. Phase modulation
can either be achieved using a MZM, or by means of a straight-line
phase modulator (PM), resulting in different amplitude and
phase waveforms.

intensity of the phase-modulated light is constant. Instan-
taneous 7 phase jumps can be realized at the expense
of some residual intensity modulation of the phase mod-
ulated light by using a dual-drive MZM, symmetrically
driven around zero transmission [37], in analogy to the
(M)DB transmitter of Fig. 13(a) and (b) and the CSRZ
transmitter of Fig. 9. Typical intensity and phase wave-
forms of the two modulation techniques are shown at the
output of the phase modulator in Fig. 14, where the upper
traces apply to PM and the lower traces to MZM phase
modulation. Like for OOK, a subsequent pulse carver
converts the NRZ-DPSK signal to RZ-DPSK, if desired.
Figure 15 shows spectra and eye diagrams for RZ-DPSK
(black) and NRZ-DPSK (gray), as generated by a MZM
operated as a phase modulator. The carrier-free nature of
the spectra, like for (M)DB, owes to the balance of —|E|
and +|E| amplitude levels. Note the absence of a ‘0-bit
rail in the eye diagrams, which is characteristic for phase-
coded formats. The deep amplitude dips between two bits

Optical spectrum

Frequency

Figure 15. Optical spectra and eye diagrams of NRZ-DPSK
(gray) and 33%-duty cycle RZ-DPSK (black), as produced by a
MZM as phase modulator.
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in the NRZ-DPSK eye represent the residual amplitude
modulations of the MZM caused by the finite NRZ drive
signal bandwidth.

Since DPSK cannot directly be received with direct-
detection techniques, an optical delay interferometer (DI)
is inserted in the optical path at the receiver to convert the
differential phase modulation into amplitude modulation.
As shown in Fig. 16, a DI splits the phase modulated
signal into two paths, into one of which a delay equal
to the bit duration 7' is introduced. At the DI’s output
coupler, the phase modulated optical field thus interferes
with its one-bit-delayed replica to produce destructive
interference at port .4 whenever there is no phase change,
and constructive interference whenever there is a phase
change, in agreement with the DPSK-coding rule described
above. To exploit the 3-dB sensitivity advantage of DPSK
over OOK, a balanced receiver has to be employed, where
the second DI-output port B, yielding the inverted data
pattern, is also made use of, and the difference signal is
detected [9,35].

2.3.2. Differential Quadrature Phase Shift Keying
(DQPSK). Instead of using two phase levels (DPSK), one
can use four phase levels {0, +7/2, —7 /2, 7} to produce dif-
ferential quadrature phase shift keying (DQPSK). DQPSK
is a true four-level signaling format, transmitting sym-
bols at half the aggregate bit rate (cf. Table 1). While
the receiver sensitivity benefit over OOK that is gained
for DPSK is largely lost for DQPSK, the transmission
bandwidth is significantly reduced, potentially allowing
for higher spectral efficiency in WDM systems, as well
as for increased tolerance to chromatic dispersion and
PMD [38].

A DQPSK transmitter is best implemented by taking
advantage of the exactr-phase shifts produced by a MZM
operated as a phase modulator (cf. Fig. 9). Figure 17 shows
the corresponding transmitter setup [38], consisting of a
continuously operating laser source, a splitter to divide
the light into two paths of equal intensity, two MZMs
operated as phase modulators, a 7/2-phase shifter in
one of the paths, and a combiner to produce a single
output signal. While the modulated field E; of the upper
path can take on the values +£E,/+/2, the lower path
produces E; = +£E¢e™/2/y/2, leading to the four symbols
Eo//2 - {14, &3/ o5/t o/Tn/4)  after the combiner. A
pulse carver can optionally be added to yield RZ-DQPSK.
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Figure 16. Balanced DPSK receiver using an optical delay
interferometer (DI) to convert the phase modulation to amplitude
modulation.
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Figure 17. Structure of a DQPSK transmitter. Two MZMs are
used as phase modulators, and the two separately modulated
fields are combined with a 7 /2 phase shift [38].

The shape of the DQPSK optical spectra is identical to
those of DPSK (Fig. 15). However, the DQPSK spectrum
is compressed in frequency by a factor of two due to the
halved symbol rate for transmission at the same bit rate.

At the receiver, the DQPSK signal is split, and two
balanced receivers of the form depicted in Fig. 16 are used
in parallel to simultaneously demodulate the two data
streams contained within the DQPSK signal [38]. Note
that the DI delay has to equal the symbol duration for
DQPSK demodulation, which is twice the bit duration.
Due to the DQPSK phase shifts of 7/2 (instead of = for
DPSK), the two DIs cannot simultaneously be operated to
full destructive and to full constructive interference, which
results in a reduced demodulated eye opening for DQPSK.

3. OPTICAL RECEIVER CONCEPTS AND NOISE

3.1. The Q-Factor

Before embarking on optical receiver concepts, we will
briefly discuss the @Q-factor as an important parameter
that is widely used in optical communications to describe
receiver performance. Although occasionally frowned
upon by theoreticians, since its derivation relies on
(sometimes hard to justify) approximations, the Q-
factor allows for intuitive interpretations, reasonably
accurate quantitative predictions, and has also become
an indispensable tool for experimentalists [32].

The Q-factor was first introduced by Personick in 1973
[39] to relate mean and variance of the electrical signal at
the receiver’s decision gate to a bit-error ratio (BER),
the quantity of ultimate interest when assessing the
performance of digital communication systems. Leaving
the derivation of the @-factor to more comprehensive texts
[35,40,41], we restrict ourselves to its definition,

Q= |s1 — sol @)

o1 + (o) ’
where so; are the mean electrical signal amplitudes
for a logical ‘0’ and ‘1’ at the decision gate, and oy
are the associated noise standard deviations. Under the
assumption of Gaussian detection statistics, which is

sufficiently accurate in most situations of practical interest
[42], the BER is related to the @-factor via

BER = 0.5 erfe[Q/v/2], 3)

where erfclx] = (2/4/7) / h exp(—£?) d¢ denotes the com-

plementary error functiofl. For BER = 107, which is often
taken as a baseline for specifying receiver sensitivities, we
have @ ~ 6.

Note that oo and o; may differ from each other,
since many important noise terms encountered in optical
communications are signal-dependent, that is, the noise
variance is a function of the optical signal power. For
purely signal-independent noise (o1 = o9 =0), Egs. (2)
and (3) reduce to BER = 0.5 erfc[|s; — so|/(2v/20)], a well-
known expression in classical communication theory [11].

3.2. Pin-Receiver

The pin-receiver depicted in Fig. 18 is the simplest optical
receiver structure. It consists of a pin-photodiode,* some
postdetection electronic amplification and filtering with
(single-sided) bandwidth B, (electronics impulse response
h()), and a sampling-and-decision device that restores
the digital data. Detection of the filtered signal s(¢) is
corrupted by two types of noise in a pin-receiver, shot
noise and electronics noise.

Shot noise is a direct consequence of the quantum
nature of light: Interactions of light and matter can
only take place in discrete energy quanta (photons),
governed by the rules of quantum statistics. Thus,
a discrete, random number of electron-hole pairs is
generated in a semiconductor diode when light impinges on
it, causing the photocurrent to leave the diode in individual
elementary impulses, each carrying the elementary charge
e~ 1.602-1071% As, as visualized in Fig. 19. This fine
structure of the electrical signal is perceived as shot noise
[43,45]. On average, a fraction 5 of the incoming optical
power p(t) is converted to an electric current, leading to
an average electrical signal amplitude of

(s@) = Rr) - Sp*h)@) “)

where S = ne/(hf) [A/W] is the receiver’s responsivity. The
symbol * denotes a convolution, and A(¢) is normalized to
let the low-frequency portion of its spectrum equal unity.
Depending on whether the electrical signal s(¢) is specified
in terms of current or of voltage, a resistance Rr has to
be taken into account that converts the current-output
of the pin-photodiode into a voltage. This resistance is

s(t)

R

h(t),Be

Figure 18. Setup of a pin-receiver, incorporating a pin-photo-
diode, an electrical preamplifier, electrical low-pass filtering, and
a sampling-and-decision device.

4The abbreviation pin stands for p-doped/intrinsic/n-doped,
and describes the basic layer structure of the associated
semiconductor device.
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Figure 19. Photons arrive at random, dictated by quantum
statistics. Each photonic interaction produces an elementary
electronic impulse. The impulses add up to produce the overall
electrical signal, whose fluctuations are known as shot noise [43].

frequently referred to as transimpedance; hf denotes the
photon energy. (h ~ 6.626 - 10~2* Js is Planck’s constant,
and f stands for the optical carrier frequency of light.)
The shot noise variance associated with photodetection is
given by [43]

02, = (R}) -eS(p * h*)(t) ~ (R}) - 2eSp(¢)B, (5)

The approximation in Eq. (5) applies for optical power
variations that are slow compared to the speed of the
electronics. Note that shot noise is a nonstationary,
non-Gaussian noise process in general; its statistical
parameters, most notably its variance, change with time.

Electronics noise is the sum of all stationary noise
sources generated within the opto-electronic circuitry,
independent of the optical signal, such as thermal noise,
transistor shot noise, 1/f-noise, or dark-current shot
noise. The design of the receiver front-end electronics
significantly impacts its noise performance, and is detailed
in numerous excellent texts [39,46].

On a system level, electronics noise is often charac-
terized by an equivalent noise current density i,[A/~/Hzl,
which can be converted to an electronics noise variance
o2 . at the decision gate by

Uezlec = (Rg') ' iIZLBe (6)

In the Gbit/s-regime, i, is typically on the order of
some 10 pA/+/Hz. Alternatively, the noise performance
of receivers can be specified using the noise equivalent
power (NEP) [W/v/Hz], which is usually defined as the
average optical power per square-root electrical receiver
bandwidth that would be required to make the average
electrical power equal to the electronics noise variance,

02,. = (R%) - S2NEP’B, (7

3.3. Receiver Sensitivity and Quantum Limit

Instead of using equivalent noise current density or
NEP, optical receiver front-ends are sometimes also
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characterized in terms of their receiver sensitivity, defined
as the average optical power that is required at the receiver
input to obtain a certain BER (typ.10~%) at a certain
data rate and for a certain modulation format (typ. NRZ-
OOK). While the receiver sensitivity is undoubtedly of high
interest in optical receiver design, it comprises not only the
degrading effects of noise, but also encompasses essential
properties of the received signal, such as extinction
ratio, signal distortions and intersymbol interference (ISI),
generated either within the transmitter or within the
receiver itself. Thus, knowledge of the receiver sensitivity
alone does not allow trustworthy predictions on how the
receiver will perform for other formats (e.g., for RZ-OOK).

Although electronics noise usually dominates shot
noise, it can in principle be engineered to zero. Shot noise,
however, is fundamentally present. The limit, when only
fundamental noise sources determine receiver sensitivity
is called quantum limit in optical communications. The
existence of quantum limits makes optical receiver design
an exciting task, since there is always a fundamental
measure against which practically implemented receivers
can be compared, much like the Shannon-limit in
information theory. Note, however, that each class of
receivers in combination with each class of modulation
formats has its own quantum limit.

The quantum limit for the pin-receiver using OOK
is obtained by ignoring thermal noise, assuming a
perfect (n = 1) receiver, and evaluating the BER for the
Poissonian photon statistics of perfect laser light [43,44].
Leaving the derivation to more detailed texts [9,35,41], we
merely cite the result,

BER = 0.5 exp[—27] €)

where 7 is the average number of photons/bit at the
receiver input. For BER = 107, the quantum limited
receiver sensitivity of the pin-receiver is 7 = 10 photons/bit
(average power), or n; = 20 photons per ‘1’-bit. Note that
specifying the receiver sensitivity in terms of photons/bit
leads to more fundamental statements than specifying it
in terms of an average optical power P ([W] or [dBm)]), since
both wavelength dependence and bit-rate dependence of
receiver performance are eliminated. The two measures
are related via

P =7nhfR 9

where R denotes the data rate. The intriguingly low-
receiver sensitivity of pin-receivers, however, does not
apply to practically implementable receivers, since in
reality electronics noise by far dominates shot noise.
As a consequence, receiver sensitivities achieved by
pin-receivers are typically 20-30 dB off the quantum
limit: Assuming an equivalent noise current density of
10 pA/v/Hz and a 10-Gbit/s receiver with some 7-GHz
bandwidth operating at a wavelength of 1550 nm, the
electronics noise variance amounts to 7-10-13A%, while
the ‘1’-bit shot noise variance going with the detection of
10 photons/bit comes to about 4 - 10717A?, four orders of
magnitude below electronics noise. For realistic BER, the
Q-factor is thus entirely determined by electronics noise,
and for @ = 6 we arrive at a receiver sensitivity of some
n ~ 5000 photons/bit, 27 dB above the quantum limit.
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To achieve higher receiver performance, more advanced
receiver types must be employed. There are basically three
ways to proceed: Avalanche photodetection, coherent detec-
tion, and optically preamplified detection. These rather
diverse techniques, which will be discussed in the follow-
ing sections, have still one common attribute: They all
amplify the received signal before or at the stage of pho-
todetection, while at the same time introducing additional
noise. In the limit when the newly introduced noise terms
dominate electronics noise, receiver performance becomes
independent of electronics noise, leading to the respective
quantum limits. In that limit, any further increase of the
respective gain mechanism does not affect receiver perfor-
mance any more. In contrast to pin-receivers, the quantum
limits can be closely approached with these receiver types
in experimental reality.

3.4. Avalanche Photodiode (APD) Receiver

An avalanche photodiode (APD) is the semiconductor
equivalent to a photomultiplier tube. The incoming
light generates primary electron-hole pairs (like in a
pin-diode), which are then accelerated in a high-field
region to launch an avalanche multiplication process
through ionizing collisions [43]. The average number of
the resulting secondary electron-hole pairs relative to
the primary electron-hole pairs is called avalanche gain
Mypp. The avalanche multiplication process is by itself
a random process, since the exact number of secondary
electron-hole pairs generated by a primary pair varies
randomly. The unavoidable shot noise present for primary
photodetection (cf. Fig. 19) is thus enhanced. This increase
in detection noise is quantitatively captured in the APD’s
noise enhancement factor Fapp > 1 via the multiplied shot
noise relationship [43]

Tshotapp(®) = (RT) - eSMppFapp (0 + h*)(2)
~ (RZ) - 2eSM2ppp () Fapp B, (10)

where the approximation, again, holds for optical power
variations slow compared to the detection electronics’
speed. In addition to multiplied shot noise, an APD also
generates multiplied dark current shot noise through
avalanche multiplication of dark current charge carriers,
which is stationary and independent of the optical power,
and can thus be added to the electronics noise variance.

In the desired limit when multiplied shot noise
dominates electronics noise, the @-factor for high-signal
extinction ratios (s <« s1) approaches®

(Rr) - SMppPy

/2 2
Oelec + Gshot,APD + Gelec

(TszlmtAI’D > {Tf.;zlcc _R
MR J2n/Fapp (11)
FuppB.

Q=

5Note that while Eq.(11) reveals general trends, care has
to be taken with quantitative predictions, since the Gaussian
assumption of detection statistics breaks down for shot-noise
limited direct detection: Specializing equation (11) for pin-
reception (Fapp = 1), we arrive at a quantum limit of n =
18 photons/bit, which is off its correct value by 2.6 dB.

with P; = 2P equal to the ‘1-bit optical signal power for
NRZ-OOK. Thus, the excess noise factor Fapp takes the
role of a noise figure in degrading detection performance.
Note that optimum performance of an APD receiver
is in general not attained at the highest possible
multiplication Mapp, since Fapp is a complicated and highly
technology-dependent function of Mapp, necessitating joint
optimization of Mapp, Fapp, and Uezlec [40,43,46].

Good APDs (Mapp ~ 100, Fapp ~ 5) for operation up
to 1 Gbit/s are available in Silicon technology, which
limits their operating range to wavelengths below ~ 1100
nm. Receiver sensitivities of 200 photons/bit have been
achieved at 50 Mbit/s [47]. InGaAs or InAlAs-based APDs
for use in the 1550-nm wavelength region, however,
exhibit fairly low multiplication (Mapp ~ 10) for 10 Gbit/s
detection. Receiver sensitivities of 1000 photons/bit have
been demonstrated at 10 Gbit/s [48].

3.5. Coherent Receiver

Another way of amplifying the signal and boosting the
accompanying noise above the electronics noise floor
is known as coherent detection [9,35,41,49]. A coherent
receiver, as depicted in Fig. 20 a, combines the signal with
alocal oscillator (LO) laser by means of an optical coupler.
Upon detection, the two fields beat against each other, and
the average electrical signal reads

(8(t)) = (Rr) - S{ePs(t) + (1 — &)Ppo
+2uy/e(1 — £)y/Ps()Pro cos (2 firt + ¢5(8)} (12)

where P,(¢#) and ¢ () denote the modulation-carrying
received signal’s power and phase, respectively, Pro stands
for the LO power, and fir, the beat frequency between
signal and LO, is called intermediate frequency, since
the IF signal is usually mixed down to baseband after
photodetection, using standard microwave techniques.
The parameter ¢ captures the splitting ratio of the optical
coupler, which has to be chosen as high as possible such
as not to waste too much signal power, and as low as
acceptable to let sufficient LO power reach the detector to
achieve shot-noise limited performance (see explanation
below). The heterodyne efficiency 1 accounts for the degree
of spatial overlap as well as for the polarization match
between LO field and signal field. If both LO and signal

(a) Signal
e
LO

Single-ended coherent receiver

)Signal *A
Loj [ L

Balanced coherent receiver

RR

o T

RR

Figure 20. Single-ended (a) and balanced (b) coherent receiver.
After photodetection, various kinds of electronic signal-processing
can be performed.



are provided copolarized in single-mode optical fibers, u
equals unity.

If the frequency of the LO differs from the signal
frequency, we speak of a heterodyne receiver. If LO
and signal have the same frequency, such that fiz =0,
we speak of a homodyne receiver. Homodyne detection
strictly requires optical phase locking between the
LO and signal optical fields, which implies significant
technological effort.® In the desired range of operation,
the LO power is chosen much stronger than the signal
power [(1 — &)Pro > eP;(¢)], and the first term in Eq. (12)
can be neglected compared to the second and third.
Filtering out the temporally constant second term in
Eq. (12), we are then left with an exact replica of the
received optical field’s amplitude /P, (t) and phase ¢;(¢) (as
compared to the optical power accessible in direct-detection
receivers). Thus, any amplitude or phase modulation
scheme can directly be employed in combination with
coherent receivers.

Due to the high LO power reaching the detector, the
main noise contribution in a coherent receiver is the shot
noise produced by the LO, afofshot =2eS( — ¢)ProB,. If
this noise term dominates electronics noise (07, ,;,, >
o2 ), optimum receiver performance is achieved. This
limit is known as the shot noise limit in the context
of coherent receivers. The highest receiver sensitivity
with the potential of practical implementation that is
known today can be achieved using homodyne detection
of phase shift keying” (PSK), where the data bits are
directly mapped onto the phase ¢;(t) of the optical signal,
{0, 1} — {0, 7}. Without going into the derivations [9], the
quantum limit for homodyne PSK can be shown to equal
only 9 photons/bit, with a reported receiver sensitivity
record of 20 photons/bit at 565 Mbit/s [51]. Using OOK
instead of PSK, the sensitivity degrades by 3 dB. Going to
heterodyne detection results in an additional loss of 3 dB
in terms of receiver sensitivity. A detailed discussion of
quantum limits for coherent receivers can be found in [9].

An alternative implementation of coherent receivers is
shown in Fig. 20b. It makes use of balanced detection with
¢ = 1/2. While a balanced coherent receiver has exactly
the same quantum-limited sensitivity as its single-ended
equivalent, it offers the advantage of utilizing the full
optical signal and LO power, and of being more robust to
LO relative intensity noise (RIN).

Although still seriously considered for inter-satellite
link applications due to the high achievable sensitivities,
the interest in coherent receivers has vanished for fiber-
optic systems with the availability of Erbium-doped fiber
amplifiers (EDFA) in the early 1990s. To understand this
evolution, let us look at the main advantages of coherent
receivers, and how they have become outdated:

e Receiver sensitivities of coherent receivers by far
outperform those achieved with pin-receivers and

6 Using square-law detection of the electrical signal, one can
also build a quasi-homodyne receiver without phase-locking and
fir ~ 0 [50].

7Because the LO provides an optical phase reference, true PSK
can be used instead of DPSK in direct detection receivers.
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APDs, thus allowing for increased transmission
distances in unamplified optical links. Bur: Optically
preamplified receivers (cf. Section 3.6) exhibit similar
receiver sensitivities to coherent receivers, are
polarization-insensitive, and take less serious hits
in performance if inline amplification is present.

o The possibility of correcting for chromatic dispersion
in the microwave regime is offered in coherent
detection, since both amplitude and phase of the
optical field are converted to an electronic signal. Bur:
Efficient and adaptive broadband phase corrections
can only be performed on RF bandpass signals, asking
for heterodyne detection. Since f7r has to be chosen
about 3 times the data rate [41], unrealistically high
receiver front-end bandwidths would be needed for
the high data rates used today. Conversely, all-optical
dispersion compensators and adaptive optical filters
are quickly advancing technologies [52], allowing for
efficient phase corrections in the optical regime.

o Coherent receivers allow for the separation of
closely spaced WDM channels by means of RF
bandpass filters with sharp roll-offs. Bur: Optical
filter technology has advanced dramatically, thus
enabling channel spacings on the order of 10 GHz
with sharp optical filter roll-offs, which opens up
the possibility of optical channel filtering even for
ultradense WDM applications.

But even if coherent reception is highly unlikely to reen-
ter the high-speed fiber-optical communications market,
the technique is far from being history: With coherent
receiver terminals in their final product development
phases [53], coherent receivers will soon find applica-
tions in nonfiber optical communications scenarios, most
notably in free-space optical communications, where the
enormous link distances of up to 80,000 km for geo-
stationary intersatellite links ask for utmost receiver
performance, and make homodyne PSK an attractive
candidate.

3.6. Optically Preamplified Receiver

The historically youngest class of highly sensitive optical
receivers uses optical preamplification to boost the weak
received signal to appreciable optical power levels prior
to detection, as shown in Fig. 21. At the same time,
and fundamentally unavoidable, amplified spontaneous
emission (ASE) with a power spectral density per (spatial
and polarization) mode of

Nasg = hfGF /2 (13)

P °0)

Hor x4+ D = £
B, h(t), B,

Figure 21. An optically preamplified receiver uses an optical
amplifier in combination with an optical bandpass filter prior to
detection with a pin-receiver.
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is introduced by the amplification process [43,54,55];
G and F denote the optical amplifier’s gain and noise
figure,® respectively. Today’s high-performance Erbium-
doped fiber amplifiers (EDFAs) exhibit gains between
15dB and 30 dB, while having noise figures closely
approaching their fundamental limit of 3 dB. These
intriguing performance characteristics of EDFAs have
made optically preamplified receivers the most important
detection technique known today. Since the gain spectrum
(and thus also the ASE spectrum) is much broader than the
signal spectrum (typ. 30 nm in the 1550-nm wavelength
band), an optical bandpass filter is employed to suppress
out-of-band ASE. Upon detection, the random ASE field
beats against the signal field (as well as against itself),
leading to signal-ASE beat noise and ASE-ASE beat noise®
after electrical filtering [42,16,17],

o2 g5t = (RZ) - 28N sz Re / f e(r)e*

x (D) (t — DAt — TRt — T) drdf} (14)
and

0rspase = B3 - MypuS®Nigy / () 2ra(x) dr (15)

where r,(t) = (n*(r)n(?)) is the autocorrelation of the
optically filtered ASE field n(¢), and r, = [ h(x)h(z —¢) dz
is the autocorrelation of the detection electronics. The
number of ASE modes reaching the detector is denoted
M, In a single-mode fiber system, M,, usually equals
2, since polarization filtering typically is not done. The
optically filtered signal field is denoted e(¢). In the limit
of rectangular filters and constant input power P;, to the
optical preamplifier, the above relations simplify to [56]

GSZ—ASE ~ 4S2GPmNASEBe (16)

and
oXsp_ase ~ MpouS*NszB.(2B, — B,) 17

where B, stands for the optical filter bandwidth. From
Egs. (14) through (17), we see that the signal-ASE beat
noise variance is nonstationary, grows linearly with signal
power, and is independent of B,, as long as the optical
filter does not significantly influence the signal spectrum.
Also, we see that the ASE-ASE beat noise variance is
stationary, grows linearly with B,, and linearly depends
on M,y,. Owing to the linear dependence of Nasz on G

81t has become common to call F a noise figure, although this
terminology is somewhat sloppy, since it only considers the
influence of signal-ASE beat noise [55].

9 Note that the “beating”-picture is only correct in the frame of
a classical consideration. Using quantum mechanical reasoning,
the signal-ASE beat noise turns out to result from the fact that
each photon is amplified by a random, integer number within the
amplifier, similar to the random multiplication of electron-hole
pairs in APDs [54].

(cf. Eq. (13)), both beat noise standard deviations as well
as the detected electrical signal amplitude SGP;, grow
linearly with G. Thus, the @-factor becomes independent
of G as soon as the beat noise terms starts to dominate
electronics noise. This limit is called optical noise limit or
beat noise limit, and forms the usual operating condition
of optically preamplified receivers. Idealizing the beat
noise limit (¥ = 3 dB, B, = R/2), we arrive at a quantum
limit of 38 photons/bit for OOK, and of 20 photons/bit for
DPSK [9]. Experimentally, sensitivities of 43 photons/bit
at 5 Gbit/s [57] (52 photons/bit at 10 Gbit/s [58]) have been
achieved for OOK, and 30 photons/bit at 10 Gbit/s [59]
(45 photons/bit at 40 Gbit/s [36]) have been demonstrated
for DPSK using balanced detection (cf. Fig. 16).

3.7. Bandwidth Optimization

Once the gain of the optical amplifier is chosen high
enough to let optical beat noise dominate electronics noise,
the main impact on receiver performance comes from
optical and electrical filter characteristics. In the frame
of a single-pulse theory (i.e., neglecting ISI), optimum
receiver performance is achieved if the optical filter is
matched to the data pulses,'® and if the electrical filter is
made sufficiently broadband to have no influence on the
detected signal [41]. By constructing a receiver of this type,
the same performance could in principle be achieved for
NRZ and RZ signaling formats. However, the electrical
bandwidth is usually upper-bounded by technological
constraints and cost considerations, especially at data
rates in the multi-Gbit/s regime, and ISI often does have a
significant impact on detection. Thus, other than matched
filter characteristics frequently turn out to be superior
in practice, and the equality of NRZ and RZ formats is
eliminated: NRZ formats usually take a noticeable hit
in performance with respect to RZ ‘0’-bit ISI (cf. Figs. 4
and 23).

Figure 22 [60,61] shows a typical dependence of receiver
performance on B, and B, for NRZ-OOK and 33%-duty
cycle RZ-OOK. The contours give the dB-penalty relative
to the quantum limit. RZ can be seen to have a better
optimum sensitivity than NRZ, and, by the wider spacing
of the contour lines, to be more tolerant to suboptimum
choices of optical and electrical filters. For both formats,
the performance decrease at larger-than-optimum filter
bandwidths can be attributed to increased detection noise.
At lower-than-optimum filter bandwidths, RZ is affected
by pulse amplitude reductions due to filtering, while NRZ
is predominantly affected by ISI. The different degrading
effects for NRZ and RZ at low bandwidths become evident
in Fig. 23, showing the dB-sensitivity penalty relative
to the quantum limit for RZ and NRZ as a function of
electrical filter bandwidth for fixed B, = 2R (left) and as
a function of optical filter bandwidth for fixed B, = 0.8R
(right). The solid curves apply for a pseudo-random bit
sequence (PRBS) of length 27 — 1, and are section lines of
Fig. 22. The dashed curves represent the results obtained
for a single optical pulse, thus eliminating the effect of

10The impulse response of a matched filter is identical to the
temporally reversed pulse to be detected [11].
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Figure 22. Dependence of receiver sensitivity on optical and
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Figure 23. Sensitivity penalty to the quantum limit for NRZ
and RZ as a function of electrical filter bandwidth (left) and
optical filter bandwidth (right). Solid lines apply to ISI-corrupted
detection, while dashed curves represent the ISI-free case [61].

ISI. For RZ, the ISI-free curves and the PRBS-curves
run in parallel until well below the optimum bandwidth
constellations, indicating that the RZ bandwidth optima
are not influenced by ISI. For NRZ, however, the two
curves depart for B, < 0.8R and B, < 1.5R, which clearly
shows that the optimum NRZ-receiver bandwidths are
determined by trading ISI against detection noise.

In addition to the above bandwidth considerations,
when optimizing operational, cost-effective receivers for
WDM systems, one further has to take into account
the effects of WDM channel crosstalk, optical source
frequency offsets and drifts, filter concatenations effects
due to a large number of optical add/drop multiplexers,
as well as technological constraints on high-speed receiver
bandwidths and receiver imperfections, such as jitter of
the sampling phase.

3.8. Required Optical Signal-to-Noise Ratio (OSNR)

Specifying an optical receiver in terms of its receiver
sensitivity dates back to pre-EDFA times, when the
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ultimate limit to fiber-optic link distances was given by
the lowest possible receive power at which a specified
receiver performance could still be guaranteed. With the
deployment of in-line optical amplifiers this situation has
changed, and optical signals can be transmitted over much
longer distances through periodic optical reamplification.
Since each amplifier fundamentally introduces ASE
according to Eq. (13), it is now the total ASE Ny,
accumulated along the transmission line per polarization
mode rather than the received signal power level that
sets limits on the maximum transmission distance, and
the ability of a receiver to cope with ASE determines its
performance in a system.

Figure 24 visualizes the situation of beat-noise limited
detection in an in-line amplified transmission system. It
shows the receiving end of a transmission line carrying
a WDM signal with average per-channel power ﬁzi, onto
which the total ASE accumulated along the line is added.
A WDM demultiplexer simultaneously acts to separate
the WDM channels and to suppress out-of-band ASE.
Comparing Fig. 24 to Fig. 21, we notice equivalence with

P’ «— GP;, and Nasp <« Ni (18)
These substitutions are most conveniently captured in
the definition of the optical signal-to-noise ratio (OSNR)

Ny
as the ratio of the average optical signal power P
to the (unpolarized) ASE power within some reference
bandwidth B,.,

P

OSNR= ——-° — 19
2N, totBref ( )

The bandwidth B, is typically (but not exclusively)
chosen to be 0.1 nm at a wavelength of 1550 nm, that
is, B, ~ 12.5 GHz. Using the relations (18), the OSNR
required at a beat-noise limited receiver to attain a certain
BER can be directly related to the input sensitivity of a
preamplified receiver that is operated with a ‘clean’ input
signal P;, (more precisely, with an input signal satisfying
GN;, < Nasg, where N;, denotes the ASE power spectral
density at the optical amplifier input). It thus makes sense
to also define the quantum limited OSNR as the minimum
OSNR an ideal beat-noise limited direct detection receiver
has to have at its input to produce a certain BER, for
example, BER = 107?. The quantum-limited OSNR is then
connected to the quantum limit of an optically preamplified
receiver by
nR
2Bref .
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Figure 24. Beat-noise limited detection of optical WDM signals
corrupted by noise accumulated along the transmission line
through optical in-line amplification.
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3.9. Photonic Integrated Receiver

A newly emerging class of optical receivers with
a high potential for deployment is called photonic
integrated receiver [62]. It is Dbasically an optically
preamplified receiver without optical bandpass filtering,
and typically consists of a pin-photodiode following
an on-chip integrated semiconductor optical amplifier
(SOA). This receiver type is used to boost the optical
signal power prior to detection to improve upon receiver
performance, thus eliminating the need for an external
optical preamplifier. Due to the absence of optical filtering,
the bandwidth of the ASE generated by the SOA is solely
determined by the amplifier’s gain bandwidth, letting the
ASE-ASE beat noise reach appreciable values. However,
depending on the relationship of the ASE-ASE beat noise
due to ASE from the SOA to the other receiver noise
terms, significant improvements in receiver performance
can be achieved. For example, if the signal-ASE beat noise
originating from ASE produced along the transmission
line is well above the ASE-ASE beat noise produced by the
SOA, no receiver degradation will be noticed.

4. SUMMARY

In this article we discussed modulation formats with
the potential of being used in high-speed fiber-optic
communications. We distinguished between amplitude-
modulated and phase-modulated formats, discussed the
role of the number of signaling levels, and showed how the
optical spectrum can be influenced to achieve high-spectral
efficiency. We outlined optical receiver concepts, gave an
introduction to their performance evaluation by means
of frequently used performance measures, and discussed
important receiver design trade-offs.
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1. INTRODUCTION

In the time officially deemed as “the information era,” we
are witnessing the insatiable demand for high information

capacity and distance-independent connectivity. Optical
networking has been the most efficient solution in
satisfying this ongoing demand for bandwidth and
connectivity. Optical fiber has been laid down all the way to
the curb, building, home, and desk. In general, all optical
networks can be considered as part of a global optical
network; they are all owned either by private enterprises
or by telecommunication carriers.

Several logical parts in a global optical network can be
identified, as illustrated in Fig. 1:

o The core optical network, which is a long-haul net-
work interconnecting big cities or major communica-
tion hubs. Connections between big cities on different
continents are made by submarine optical cables. The
core network is a generic name, but very often we refer
to the core network as a wide-area network (WAN)
if it belongs to an enterprise, or as the interchange
network if it is operated by a telecommunication
carrier.

e The edge optical network, which covers a smaller
geographical area, usually a metropolitan area.
Again, we can refer to the edge network either as
a metropolitan-area network (MAN) if it belongs to
an enterprise, or as a local exchange network if it is
operated by telecommunication carriers.

o The access optical network, which is the part of the
network related to last-mile access and bandwidth
distribution to individual end users (in corporate,
government, medical, entertainment, scientific, and
private sectors). Both the enterprise local-area
networks (LANs) and the distribution part of the
carrier network connecting the central office with
individual users belong to the access network.

The physical network topology that best supports traf-
fic demand is generally different for different parts of
a global optical network, as presented in Fig. 1. It could
vary between mesh, ring, or star topology. In spite of differ-
ent network topologies, the main consideration of optical
transport engineering is always an optical (lightwave)
path, since an optical network is just the means of support-
ing an end-to-end connection via the lightwave path. Opti-
cal transport engineering is related to the physical layer of
an optical network, and takes into account the optical sig-
nal propagation length, characteristics of optical elements
used (fibers, lasers, amplifiers etc.), modulation bit rate,
networking impact and transmission requirements.

In this article we will introduce fundamentals of optical
transport system engineering. Although an optical signal
can take on either a digital or an analog form, our focus
will be on digital signals, since the majority of modern
applications are related to digital signal transmission.

2. OPTICAL TRANSMISSION PARAMETERS

The simplest optical transmission system is a point-to-
point connection on a single optical wavelength, which
propagates through an optical fiber. An upgrade to this
is the deployment of WDM (wavelength-division multi-
plex) technology, where multiple optical wavelengths are
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Figure 1. Optical networking structure.

combined to travel over the same physical path. WDM
technology originally served to increase the bandwidth
of already installed fiber, but it has quickly become the
foundation of optical networking by combining optical sig-
nal transport over arbitrary distances with wavelength
routing and optical protection.

The general scheme of an optical transport system is
shown in Fig. 2. Several optical channels, carrying inde-
pendent modulation signals, have been multiplexed by
WDM technology, and sent to the optical fiber line. The
aggregated signal is then transported over some distance
before it is demultiplexed and detected (converted back to
an electrical level). The optical signal transmission path
can include a number of optical amplifiers, crossconnects,
and optical add/drop multiplexers. The illustrated set of
parameters, related either to enabling technologies or to
transmission and networking issues, can be attached to
Fig. 2.

Providing stable and reliable operation of an optical
transport system over time requires proper design
and engineering. Optical transport systems engineering

involves accounting for all effects that can alter an
optical signal on its way from the source (laser) on
through photodetection by photodiode, and then to the
threshold decision point. Different impairments will
degrade and compromise the integrity of the signal before
it arrives to the decision point to be recovered from
corruptive additives (noise, crosstalk, and interference).
The transmission quality is measured by the received
signal-to-noise-ratio (SNR), which is defined as the ratio
of the signal level to the noise level at the threshold
point. The other parameter used to measure signal quality
is the bit error rate (BER). BER is interrelated with
SNR and defines the probability that a signal space
(or a logic 0) will be mistaken for a signal mark (a
logic 1), and vice versa. The main goal in optical signal
transport is to achieve the required BER between end-
to-end users, or between two specified points. Evaluating
the BER requires determining the received signal level
at the threshold point, calculating the noise power, and
quantifying and including the influence of various relevant
impairments.
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2.1. Optical Signal Path

The end-to-end signal path from Fig.1 includes both
the electrical and optical path portions. Conversion from
the electrical to the optical level is done in the optical
transmitter, while conversion from the optical level to an
electrical signal takes place in the optical receiver. The
key elements on an optical signal path are

1. Semiconductor lasers that convert an electrical sig-
nal to optical radiation. The bias current flows
through the laser p-n junction and stimulates the
recombination of electrons and holes, producing
photons. If the current is higher than a certain
threshold, recombination occurs in an organized
way, with strong correlation in phase, frequency,
and direction of radiated photons that form the out-
put optical signal (called “stimulated emission of
radiation.”) Semiconductor lasers could either be
directly modulated by an electrical signal or simply
biased by a DC voltage and operate in combina-
tion with an external optical modulator. Each laser
generates a specified optical wavelength, but some
spectral linewidth is associated with the generated
optical signal as well. These lasers are known as
single-mode lasers (SMLs), characterized by a dis-
tinguished single longitudinal mode in the optical
spectrum. If a set of separated longitudinal modes
can be recognized under the optical spectrum enve-
lope, the lasers are called multimode lasers (MMLs).

2. Optical fibers that transport an optical signal to
its destination. The combination of low signal loss
and extremely wide transmission bandwidth allows
high-speed optical signals to be transmitted over
long distances before regeneration becomes neces-
sary. There are two groups of optical fibers. The
first group, called multimode optical fibers, transfer

emission, without conversion back to the electri-
cal level. Optical amplifiers should provide enough
gain to amplify a specified number of optical
channels. There are different types of optical
amplifiers currently in use, such as semiconduc-
tor optical amplifiers (SOAs), erbium-doped fiber
amplifiers (EDFAs), or Raman amplifiers. Amplifier
parameters are gain, gain flatness over amplifica-
tion bandwidth, output power, bandwidth, and noise
power. The noise generated in an optical amplifier
occurs due to a spontaneous emission process that is
not correlated with the signal. All amplifiers degrade
the SNR of the output signal because of amplified
spontaneous emission (ASE) that adds itself to the
signal during its amplification. SNR degradation is
measured by the noise figure. Optical amplifiers can
take several positions along the optical path, as indi-
cated in Fig. 2. The output power could be enhanced
by a booster amplifier within a transmitter, on the
transmission line (inline amplifier), or before the
receiver (to act as a preamplifier to increase the
receiver sensitivity).

4. Photodiodes that convert an incoming optical signal

back to the electrical level through a process just
opposite to the one that takes place in lasers. Photo-
diodes can be classified into PIN or avalanche pho-
todiodes (APD). The process within the PIN photo-
diodes is characterized by quantum efficiency, which
is the probability that each photon will generate
an electron—hole pair. In the avalanche photodiode
each primary electron—hole pair is accelerated in a
strong electric field, which can cause the generation
of several secondary electron-hole pairs through the
effect of impact ionization. This process is random in
nature and avalanchelike.

light through multiple spatial or transversal modes.
Each mode, defined through a specified combination
of electric and magnetic field components, occupies
a different cross-sectional area of the optical fiber
core, and takes a slightly distinguished path along
the optical fiber. The difference in mode pathlengths
causes a difference in arrival times at the receiving
point. This phenomenon is known as multimode dis-
persion and causes signal distortion and limitations
in transmission bandwidth. The second group of
optical fibers effectively eliminates multimode dis-
persion by limiting the number of modes to just
one through a much smaller core diameter. These
fibers, called single-mode optical fibers, do however
introduce another signal impairment known as chro-
matic dispersion. Chromatic dispersion is caused by
a difference in velocities among different wavelength
components within the same pulse. There are several
methods to minimize chromatic dispersion at a spec-
ified wavelength, involving either the introduction
of new single-mode optical fibers, or the utilization
of different dispersion compensation methods.

. Optical amplifiers that amplify weak incoming
optical signals through the process of stimulated

A more elaborate analysis of advanced optical transport
systems can be found in the bibliography [1-4].

2.2. Optical Signal Parameters

There are a set of parameters along the lightwave path
that determines the received signal power:

e Output power from the laser/modulator coupled to the
fiber pigtail. Optical power is defined per individual
wavelength and depends on the lasers/modulators
used. The output optical power is usually expressed
in decibels per milliwatt (dB,,), defined as dB,, =
10log(P), where the output power P is expressed in
milliwatts.

o The extinction ratio, which is the ratio between
the optical power related to a logic 1 (mark) to the
power related to a logic 0 (space). By increasing the
extinction ratio, the signal to noise ratio is increased
as well, but at the cost of additional penalties in the
modulation speed and laser chirp.

e Optical amplifier gain, which determines the level
of an optical signal that is being amplified. Optical
amplifier gain is correlated to noise parameters,



which means that higher gain will generate more
noise and vice versa.

e Photodiode responsivity, which defines the ratio
between the number of electrical carriers produced
and the number of incoming photons.

2.3. Noise Parameters

The total noise under consideration in optical transport
system engineering is generated along the lightwave
path and during the photodetection process. There are
some additive noise components (the noise components
remaining even if the signal is not present), and some
multiplicative noise components (which are produced only
ifthe signal is present). The additive noise components are

e Dark-current noise generated in photodiodes due to
the thermal process.

o Amplified spontaneous emission (ASE) noise gen-
erated by any optical amplifier along the light-
wave path.

e Crosstalk, which occurs in multichannel systems.
Components introducing crosstalk in WDM systems
are optical filters, optical multiplexers and demul-
tiplexers, optical switches, semiconductor optical
amplifiers, and optical fibers through nonlinearities.
Crosstalk can either be intrachannel (occurs when
another signal of the same wavelength interferes
with the signal in question), or interchannel (occurs
when some portion of a neighboring channel has been
spread out, and detected by the specified signal’s
receiver).

e Thermal noise, which is created in the resistive part
of the input impedance of an electrical preamplifier
that follows the photodiode. The noise created in
the electronic amplification stages following the
preamplification process is thermal noise in nature
as well.

The multiplicative noise components are

e Avalanche shot noise, caused by the random nature
of the amplification of primary electron—hole pairs
through the effect of impact ionization in avalanche
photodiodes.

e Laser intensity noise, which occurs as a result of
microvariations in the laser output power intensity.
This noise is characterized through the relative
intensity noise (RIN) parameter, and is more relevant
for analog transmission systems.

e Laser phase noise, which is related to microvariations
in phase of generated photons. The output optical
signal, as a collection of individual photons, exhibits
finite nonzero spectral width.

e Modal noise, which arises in multimode fibers
through the random process of excitation of transver-
sal modes.

2.4. Impairment Parameters

Impairment parameters relevant to optical transport
system engineering are either optical power related or
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optical wavelength related. They can also be constant
or time-dependent. Each of them results in a signal
power penalty, which means that a higher signal power is
required at the receiver to keep the BER at a level that
would exist if the impairment were negligible.

Optical power-related impairments are

o Optical fiber attenuation, or fiber loss, which is the
ratio between the output and input optical power at
the defined optical fiber section. Optical attenuation
is characterized by an attenuation coefficient o,
usually expressed in decibels per kilometer. The
decibel is defined as dB = 10log(Ps/P;), where Py
and P; are the output and input power respectively.

o Insertion losses in different optical components along
the lightwave path, such as optical connectors, optical
splices, optical couplers, optical multiplexers, and
optical filters. These losses are sometimes added to
the optical fiber loss and are considered together.

Impairments that are optical power related, but are also
functions of time are

e Polarization mode dispersion (PMD), a stochastic
process that appears in real fibers, caused by
variations in the shape of their core along the fiber
length. The light in an optical fiber can be considered
as a superposition of two polarized components.
If they travel at the same speed, no polarization
dispersion occurs, but if they travel at different
speeds, as in real fibers, the light will separate into its
faster and slower components, leading to a difference
in propagation of the two polarization states and
to pulse spreading. Both mechanical stresses and
temperature effects contribute to PMD.

e Polarization-dependent loss (PDL), which is similar
in nature to PMD, but this time the difference
between polarization states is in transmission losses,
rather than in arrival times. These differential
losses accumulate in the system, since there might
be many components having polarization-dependent
loss. Since polarization fluctuates with time, the SNR
at the end of the lightwave path will fluctuate as well,
causing a power penalty.

Impairments that are dependent on both the optical power
and optical wavelengths are

e Four-wave mixing (FWM), a nonlinear effect where
a new optical frequency is generated when three
frequencies mutually interact. It causes crosstalk
noise in channels, since the newly generated optical
frequency might coincide with one of the original
channels.

o Stimulated Raman scattering (SRS), a nonlinear
effect that occurs when a propagating optical power
interacts with glass molecules in the fiber undergoing
a wavelength shift. The result is a power transfer
from one wavelength to another, which causes
crosstalk between channels.
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Impairments that are dependent on optical wavelength,
but are also functions of time are

e Chromatic dispersion caused by the dependence of
the fiber refractive index on the wavelength. Since
a laser is not an ideal monochromatic source, each
pulse in its time domain contains different spectral
components that travel at different velocities through
an optical fiber. Chromatic dispersion induces pulse
broadening when the neighboring pulses cross their
allotted time slot borders, which can severely limit
system transmission rates. Chromatic dispersion is
also a cumulative effect that increases with optical
fiber length.

e Laser chirp, which is the modulation of optical
frequency (or wavelength) when the optical signal, is
intensity-modulated by a specific electrical waveform.
The change in the frequency causes laser spectral
linewidth broadening and, in the interaction with
chromatic dispersion, leads to optical pulse distortion
and the intersymbol interference effect [see Eq. (4)].
Chirp can be reduced by decreasing the extinction
ratio, but this decrease would introduce additional
power penalties, requiring some compromise [5].

Finally, there are some impairments that are dependent
on both the optical power and optical wavelength, and are
also functions of time:

o Stimulated Brillouin scattering (SBS), a nonlinear
effect that occurs when a high optical power
reflects off the grating formed by acoustic vibrations,
downshifts in optical frequency, and comes back. The
SBS can cause signal attenuation if the launched
power is higher than a certain threshold. Optical
signal dithering with low frequencies helps to
increase the SBS threshold and effectively suppress
SBS effect.

o The self-phase modulation (SPM) effect, which results
from the fact that a higher fiber refractive index
causes wavelengths at the center of the pulse
to accumulate phase more quickly than at the
wings. This stretches the wavelengths at the
leading edge (called “red shift”) of the pulse and
compresses wavelengths at the trailing edge (“blue
shift”). This phase modulation effect broadens the
spectrum, which causes pulse spreading. If combined
with positive dispersion in the optical fiber under
controlled conditions, it can lead to suppression of
the chromatic dispersion effect. This is the basis
for soliton transmission, where return-to-zero (RZ)
soliton pulses propagate over very long distances
without optoelectronic regeneration.

e Cross-phase modulation (XPM), which has the same
nature as SPM, occurs following the interaction
between multiple optical frequencies.

3. ASSESSMENT OF THE OPTICAL TRANSPORT
LIMITATIONS AND PENALTIES
3.1. Attenuation

A silica-based optical fiber is the central point of an optical
signal transmission, offering wider available bandwidth,

lower signal attenuation, and smaller signal distortion
than other wired physical media. The output power Ps
from an optical fiber can be calculated from the input
power P; and the optical attenuation coefficient «. For
the lightwave path with length L, Py = P; exp(—alL). If
parameters Ps, P1, and « are expressed in decibels, then
the relation becomes P; = P; — aL.

Four low-attenuation bands can be recognized within
the usable optical bandwidth of silica-based optical fibers.
They are usually referred as U, S, C, and L bands,
although this nomenclature is not standardized yet. The
C band occupies wavelengths from 1530 to 1560 nm,
while the L band includes wavelengths between 1580
and 1610 nm. Both these bands have been considered
as the most suitable bands for high-channel-count WDM
transmission. The S band (sometimes called the S+ band)
and U band (sometimes referred to as the S— band) cover
shorter wavelengths down to approximately 1230 nm,
where optical fiber attenuation is slightly higher than
in the wavelength region covered by the C and L bands.

3.2. Noise

Detected photocurrent is the sum of signal and noise
contributions after the photodetection process has taken
place. It can be expressed as I, = I + i, + isn, where I is the
signal current calculated as a product of incoming optical
power P and photodiode responsivity R (R is expressed
in amperes per watt). Noise components, expressed by
currents is + iy, correspond to the quantum (shot) and
thermal noise, respectively. The power of the total noise
that appears after photodetection is equal to the product
of the sum of noise spectral density components and the
noise electric bandwidth Af. In the case where direct
detection without optical preamplification takes place, the
total noise power can be expressed as

(%)t = [ZqM2F(M)I + %} Af e}

where the first term in brackets describes the quantum
noise, while the second is related to the thermal noise
generated at a load resistance Ry. In the previous equation
q represents the electron charge (g =1.6 x 107 C),
M is the avalanche amplification factor, F(M) is the
avalanche excess noise factor, £ is Boltzmann’s constant
(k =1.38 x 1072 J/K), and T is absolute temperature in
kelvins. If the PIN photodiode is used, the factor M2F (M)
becomes unity.

In case an optical amplifier precedes the photodiode
the major noise contribution comes from ASE noise. The
spectral density of ASE noise is

_ (G- DNphv

Sep 5

2

where G is amplifier gain, IV; is the amplifier noise figure,
h is Planck’s constant (A = 6.63 x 1073* J/Hz), and v is
optical frequency in hertz. The total noise power in this
case becomes

<i2>tot = 2qR [GP + SspBop] Af + 4R2GPSsp Af

4kT
+ 2R*S [2B,, — AfIAf + R Af 3)



Parameter B,, refers to the optical filter bandwidth. A
standard deviation o = [(i?)¢]/? is usually used in signal-
to-noise ratio and bit-error-rate calculations [see Eq. (12)].

3.3. Chromatic Dispersion

Recall that chromatic dispersion is the cause of pulse
spreading and the occurrence of intersymbol interference.
Pulse spreading is proportional to the fiber dispersion
parameter D, expressed in picoseconds per nanometer
and kilometer (ps/nm.km). The dispersion parameter is
an ascending linearlike, wavelength-dependent function,
characterized by its zero value cross-point and a dispersion
slope. There are several fiber types that differ in their
dispersion parameter profile [6]:

e Standard single-mode fibers (SMFs), where the
parameter D has zero value at the 1310 nm
wavelength and the dispersion slope of approximately
0.072 ps/km.nm?. With this, the chromatic dispersion
parameter reaches the value of 17—20 ps/nm.km in
the wavelength region belonging to C and L bands.

e Dispersion-shifted fiber (DSF), where the parameter
D has zero value at the 1550 nm wavelength and the
dispersion slope of approximately 0.09 ps/km.nm?.
The chromatic dispersion parameter can take on
both negative and positive values in the wavelength
region belonging to C and L bands. This fiber type has
been good for single-wavelength transmission, but is
not suitable for WDM applications because of high
penalties due to nonlinear effects.

e Non-zero dispersion-shifted fibers NZDSF), where
the parameter D has zero value shifted from
the 1550 nm wavelength and the dispersion slope
of approximately 0.03 ps/km.nm?. The chromatic
dispersion parameter has some minimal value in
the wavelength region belonging to C and L bands,
thus minimizing penalties due to nonlinear effects.

The influence of chromatic dispersion and the penalties
related to it can be evaluated by assuming that the pulse
spreading due to dispersion should be less than a fraction
8 of the bit period T'. For a 1-dB power penalty, § = 0.306;
for a 2-dB penalty, § = 0.491. For a signal having a bit
rate B = 1/T and spectral linewidth A, and transmitted
over a distance L, this condition can be expressed as

AMDILB < § for direct modulation

4)
BA[|DIL/27c]Y? < §

for an external modulation

The influence of chromatic dispersion is a critical
factor for higher bit rates and longer distances and
should be suppressed by a proper dispersion compensation
scheme. The dispersion compensation process is based on
the following observation. While in single-mode optical
fiber longer wavelengths impose more delay than shorter
wavelengths, the dispersion compensating modules do just
the opposite. As a result, signal delays over a specified
wavelength band have been equalized. As for dispersion
compensating modules, using dispersion compensation
fibers (DCFs) with a negative dispersion coefficient is the
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most common method for dispersion compensation. Since
there is an insertion loss introduced by DCF, the figure
of merit, defined as the ratio of the absolute amount
of dispersion divided by the insertion loss, is used to
characterize DCF. Generally it is good if the figure of
merit is better than 150 ps/nm/dB.

Optical fiber Bragg gratings can be used for chromatic
dispersion compensation as well. The grating reflects
different wavelengths at different points along its length,
introducing different delays at different wavelengths.
Delay introduced by the length of 10 cm is approximately
100 ps. Dispersion is inversely proportional to the
bandwidth; that is, a large dispersion occurs over smaller
bandwidth and vice versa. For example, 1000 ps/nm occurs
over a 1 nm bandwidth, while 100 ps/nm occurs over
a 10 nm bandwidth. Future applications, however, will
require adaptive dispersion compensation modules that
allow for adjustment of both the dispersion compensation
value and the dispersion slope.

3.4. Polarization Mode Dispersion

Polarization mode dispersion (PMD) is characterized by
two coefficients, D,; and D,,, reflecting so-called “first- and
second-order” polarization mode dispersion, respectively.
The extent of pulse broadening D; is governed by the
following relation:

D; = Dy LY? + DpsL (5)

where the coefficient D,; presents the average differential
group delay (DGD) between the two orthogonal states
of polarization over length L, while D,, measures the
wavelength dependence of PMD. The contribution of D,
is much smaller than the contribution of D,;, and very
often just the first term in Eq. (5) is considered. The value
of the coefficient D,; can vary from 0.01 ps/km'/? for new
optical fibers to over 1 ps/km'/? for older fibers.

PMD is a stochastic process described by the
Maxwellian distribution, which complicates the process of
its control and compensation. The probability that actual
delay will be 3 times larger than the average delay cal-
culated by Eq. (5) is 4 x 107°. This is why we correlate
the average delay expressed by Eq. (5) to the actual delay
equal to three times the average delay. For differential
delay equal to 0.3T, the power penalty due to PMD will be
less than 1 dB.

3.5. Nonlinear Effects

Nonlinear effects in an optical fiber are neither design nor
manufacturing defects, but can occur regardless and can
cause severe transmission impairments (unexpected loss
and interference in the network). On the other hand, in
some cases, they may be used to improve transmission
characteristics (such as in soliton transmission).
Nonlinear effects are cumulative in nature and
proportional to the lightwave pathlength L. Since signal
power decreases with increasing lightwave pathlength,
an effective length L. has been introduced to help with
calculations. The effective length is defined as

1- exp(—al)M
o

Leff = (6)
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where M is the number of fiber spans, each of length
[. (Recall that one span is the distance between two
amplifiers, therefore / = L/M.) In the wavelength region
around 1.55 um, and for links where L > 1/a, L is
~20km (@ is ~0.046 km~!, or 0.2 dB/km). From the
previous relation, it is clear that the effective length
can be reduced by increasing the span length and by
decreasing the number of amplifiers on the line. But
what matters most is the product of the power launched
from the amplifier, P, and the effective length L.. If
amplifier spacing is increased, the launched power needs
to be increased as well to compensate for additional fiber
losses. This increase will be exponential: P = exp(al). Since
the product increases with span length [, reducing the
amplifier spacing can reduce the effect of nonlinearities.

The effects of nonlinearity are inversely proportional
to the area of the fiber core. It is convenient to use an
effective core area A.¢ since the power is not uniformly
distributed within the core section. This effective area is
about 50 wum for a single-mode fiber with a core diameter
of 8 wm, but for a dispersion compensating fiber (DCF) it is
smaller (thus DCF tends to exhibit higher nonlinearities).

Nonlinear effects can be divided into two categories:
the effects due to variations in the fiber refractive index,
and the effects due to light scattering. Agraval has given
a more detailed explanation of nonlinear effects [7].

Variations in the refractive index at high signal power
are at the root of nonlinear effects classified as refractive-
index phenomena: self-phase modulation (SPM), cross-
phase modulation (XPM), and four-wave mixing (FWM).
At low optical powers, an optical fiber’s refractive index
n is pretty constant [i.e., it is n =ny(A) for specified
wavelength A]. Higher optical powers, however, cause a
refractive index change as follows:

77,2P
Aeff

n(, E) =ni(0) + ("

where ns is the nonlinear refractive index (ns ~ 3 x
10~8 um?/W), and P is the optical signal power. Both SPM
and XPM affect the optical signal phase in proportion to the
nonlinear part of the refractive index and generate spectral
broadening. Spectral broadening, in combination with
chromatic dispersion, will contribute to signal distortion.

In four-wave mixing (FWM), new optical frequencies
vjr =V + v — v, are generated whenever three wave-
lengths with frequencies vz, 1, and v, propagate through
the fiber. The power of a resultant new wave is calculated
as presented by Shibata et al. [8]

P a? 4exp(—al) sin®(ABL/2)
k= 2y AB2 [1 - exp(—al)]

27Tl)ijkn2dijk 2 2

— == P,P.P,L 8
X < 3¢ Aeﬁ‘ T rbaefr ( )
where P (i,j,k =1---N) is the power of the generated
wave, ng is the nonlinear refractive index, and d;
is the so-called “degeneracy” factor. The value AB =
Bi + B — Br — By defines a phase condition or relationship
among the propagation constants of the optical waves
involved (a propagation constant is defined as B = 27ni/c,

where n is the refractive index, A is the wavelength, and ¢
is the speed of light in a vacuum).

The total crosstalk due to FWM in a given channel is
the sum of all generated waves according to Eq. (8) and
can be analyzed as interchannel crosstalk [see Eq. (17)].
To alleviate the penalty introduced by FWM, the following
measures could be taken: using unequal channel spacing,
increasing channel spacing, using dispersion, or reducing
the power of interacting channels. The most effective
means is to use some amount of dispersion; this clarifies
the need to shift the zero dispersion point from the 1550-
nm-wavelength region.

Nonlinear effects that occur due to light scattering
include simulated Raman scattering (SRS) and stimulated
Brillouin scattering (SBS). For SBS, the acoustic phonons
are involved in an interaction that occurs over a very
narrow linewidth Avsps(Avsps =20 MHz at 1.55 pm).
There is no such interaction if channel spacing is greater
than 20 MHz. The SBS process depletes the signal and
creates a strong backward signal if the incident power
per channel is higher than some threshold value Py,
expressed as

Pth _ 21bAeff <1+ AVL )

gL ©

Avsps
where gp is the SBS gain coefficient equal to approximately
4 x 10~ m/W, Avy is the laser linewidth, while parameter
b takes on a value between 1 and 2 depending on relative
polarization of pump and Stokes waves. The worst case
leads to Py, ~ 1.3 mW, since Avy, is approximately 20 MHz.
The SBS penalty can be reduced by either keeping the
power per channel below the SBS threshold or broadening
the linewidth of the source using signal dithering. This
method is commonly deployed in high-bit-rate systems.
Stimulated Raman scattering is a broadband effect, and
its gain coefficient is a function of wavelength spacing. The
gain coefficient peak is gr ~ 6 x 10~* m/W, which is much
smaller than the gain coefficient peak for SBS. Channels
up to 125 nm apart will be coupled by SRS, possibly in
both directions. SRS coupling occurs only if both channels
are at a logic 1 at that moment. The fraction of the power
leaking from a particular channel to all other channels is
given by
PSRS _ gRA)\,SPLeffN(N — 1)
AAN At

(10

where AX; ~ 125 nm, A),. is the optical channel spacing,
P is the power per channel, and N is the number of
channels [7]. The SRS effect is reduced by dispersion,
since different channels travel with different velocities
and the probability of an overlap between pulses at
different wavelengths is reduced. The penalty introduced
by SRS can be alleviated by proper channels spacing and/or
postequalization of optical channel powers. Some special
techniques, such as polarization interleaving between the
neighboring optical channels, can help as well.

4. OPTICAL TRANSPORT SYSTEM ENGINEERING

4.1. BER, Signal-to-Noise Ratio, and the Q Factor

The bit error rate (BER) is the most important parameter
for measuring a digital signal transmission quality. It is



defined as
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The so-called @ factor, introduced above, corresponds to
the electrical signal-to-noise ratio:

_ R(P; — Py)

0’1—|—O'0

= SNR 12)

where Pq is the optical power during a “space bit,” P;
is the optical output power during a “mark bit,” R is
the responsivity of the photodiode, while o; and oy are
standard deviations of the noise current during the 1
and 0 bits, respectively. The following practical values are
mutually related: BER = 10~1° with @ =8, BER = 10712
with @ =7, and BER=10"° with @ =6. In optical
transport systems with cascades of optical amplifiers
along the lightwave path, the following important relation
between the @ factor and an optical signal-to-noise ratio
can be established:

Py +Py  2Q°Af
4SspBopt - Bop

OSNR = (13)

Equations (12) and (13) are the basic ones since the impact
of various impairments is not included.

4.2. Power Penalty Handling

If there are impairments involved, signal, noise-related
values will be @', P;,, P}, o1, and ¢, rather than @, Py, P1,
o1 and oy respectively. Each impairment will contribute to
a power penalty to the transport system. The total optical
power penalty can be calculated as

AP = —10log (%) (14)

The biggest contribution to the total power penalty comes
from the nonideal extinction ratio, imperfect dispersion
compensation, nonlinear effects, and crosstalk:

e The power penalty due to a nonfinite extinction
ratio r, defined as r = P1/Py, can be calculated in

decibels as 1
APER = 1010g |:r+—1i| (15)

e The power penalty due intrachannel crosstalk
involving N interfering signals is

N
APinr = Clog (1 -2) Js?-) (16)
i=1

where the coefficient C takes on the value 10 for
direct detection, and the value 5 forAPD/preamp
detection, while §; is the crosstalk portion divided by
the power of specified channel signal. If we allow a 1-
dB crosstalk penalty, then the intrachannel crosstalk
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level should be just 1%, or 20 dB, below the specified
channel signal.

e The power penalty due interchannel crosstalk
involving N interfering signals is

N
APiyier = Clog (1 - Zsi) (a7

i=1

with the same coefficient C as in relation (17). If we
allow a 1-dB crosstalk penalty, then the intrachannel
crosstalk level should be 13.5 dB below the desired
signal. A more thorough treatment of crosstalk can
be found in the article by Zhou et al. [9].

e As for power penalties due to imperfect dispersion
compensation or nonlinear effects (FWM and SRS),
Eq. (17) can be applied. The portion § for a particular
case can be calculated by Egs. (4), (8), and (10).

4.3. Noise Accumulation

Recall that in an optical transport system a lightpath
contains a number of optical amplifiers spaced ! km
apart. The length [ defines the span length. If fiber
attenuation is «, the span loss between two amplifiers
iS ogpan = €xp(—al). Each optical amplifier amplifies an
incoming optical signal to compensate for the loss at the
previous span. At the same time, however, it generates
some spontaneous emission noise. Both the signal and
the spontaneous emission noise are then amplified by the
following optical amplifiers.

If the gain G of an optical amplifier is larger than the
span loss ogpan the signal power will increase gradually
throughout the amplifier chain. However, the output
power from an optical amplifier is physically limited to
a saturated value Pg,, which means that as input power
increases the amplifier gain drops. Consequently, after
some number of spans, amplifiers will enter into the
saturation regime and the total gain will drop from its
initial value G to a saturated value Gg,. Further along
the lightwave path, a spatial steady-state condition will
be reached, in which both the saturated output power Py
and the gain Gg,; remain the same from span to span. If
there are N optical channels, the saturated output power
will be equally divided among them. Therefore, the output
power per channel will be Py, = Pgat/N.

The OSNR gradually decreases along the chain, since
the accumulated ASE noise gradually makes up a more
significant portion of the limited total power from an
amplifier. The steady-state gain will be slightly smaller
than the span loss, due to added noise at each amplifier
point. Thus, the best engineering approach is to choose a
saturated gain that is very close to the span loss. If we
prescribe the OSNR for a lightwave path with total length
L, and M amplifiers on the line (M = L/I), the following
relation can be established:

OSNR = Py, — al — AP — 101og(M) — 101og(F,hvB,p)
(18)
where all except the last two terms are expressed in
decibels. If we did not need to worry about impairments, we
would neglect the power penalty term and either maximize
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the power or decrease the span length to increase the
OSNR in Eq. (18). However, the story is different when
impairments cannot be neglected, since a power margin
equal to AP needs to be allocated in advance to compensate
for impairment power penalties.

5. OPTICAL TRANSPORT ENABLING TECHNOLOGIES
AND TRADEOFFS

5.1. Enabling Technologies

Enabling technologies will continue to provide the
means of increasing both transmission capacity and
lightwave pathlength. There is a number of enabling
technologies that are helpful in resolving the before-
mentioned issues in optical transport systems, and
in approaching a transmission capacity predicted by
Mecozzi and Shtaif [10]. These include optical amplifiers,
forward error correction, advanced coding techniques, and
advanced dispersion compensators.

Optical amplifiers should provide enough gain for a
specified number of optical channels, which suggests that
an aggregate optical power should be >22 dB for systems
with more than 100 optical channels. Next, the noise
figure should approach its theoretical value of 3 dB. In
addition, the gain profile should be equalized along the
entire wavelength band, and this gain equalization should
be dynamically adjustable.

Fiber doped optical amplifiers, such as erbium-
doped fiber amplifiers (EDFAs) and thulium-doped fiber
amplifiers (TDFAs) can serve to cover the entire low-loss
optical fiber bandwidth. In addition, Raman amplifiers can
be used to cover a wide range of wavelengths as well. The
Raman based amplification is a newer technology based
on the SRS nonlinear effect. In the Raman amplifier,
the pump light is launched into the fiber at inline
amplifier sites (or optical receiver sites), opposite the signal
direction. As a result, the forward-propagating optical
signals get some energy, and a low-noise preamplifier has
been created. By combining several pumps, a fairly flat
gain profile over a wide range of optical wavelengths can
be achieved.

Advanced dispersion-compensating techniques are nec-
essary to take full advantage of the improved optical
amplifiers. First, the chromatic dispersion-compensating
device (DCM) should not only incorporate dispersion com-
pensation ability but slope compensation as well. Secondly,
polarization mode dispersion compensation will be needed
more often, but an efficient PMD compensator still needs
to be introduced.

Forward error correction (FEC) is needed to push
systems reach even further in future optical transport
networks. For now, so-called Reed—Solomon 239-255
coding scheme remains widely used, but some other coding
methods have been introduced as well. The final result of
FEC application is BER enhancement for a lower signal-
to-noise ratio.

Advanced modulation/transmission methods are
emerging for use in high-speed optical transport systems.
Some of them are

e Solitons or return-to-zero distortionless pulses, where
spectral disorder at the trailing and leading edges
that occurs due to self-phase modulation is corrected
by another disorder caused by chromatic dispersion.
The technique has shown very promising results
when used in combination with fibers having a
“prescribed dispersion map.”

e Advanced coding, such as duobinary coding, where
special filtering reduces the spectral width. Thus, the
slowest and the fastest components are eliminated;
the rest is more resistive to chromatic dispersion
influence.

e Coherent detection where the weak input optical
signal is mixed with a much stronger signal
from the local laser. With this method the signal
current takes on the value I =2RP,Piocos[|w; —
wrlt + ¢ ()], where R, P,, and Pro relate to receiver
responsivity, incoming optical power, and local laser
power, respectively. Because of Pro contribution,
the coherent receiver sensitivity is considerably
enhanced. The detection process can either be
heterodyne or homodyne. In the heterodyne detection
scheme, the incoming optical signal frequency w;
and the frequency wy, of the local laser are slightly
different, while in homodyne detection scheme both
the optical frequencies and the phases of the signal
and the local laser are completely matched. The
demodulation process applied to the signal current
depends on the modulation format of the incoming
optical signal; this format could be amplitude
shift keying (ASK), frequency shift keying (FSK),
or phase shift keying (PSK). The realization of the
coherent detection scheme involves the necessity of
having a stable relationship between the phases and
frequencies of an incoming optical signal and the local
laser signal, which brings an additional complexity
to the system design.

5.2. Transmission System Engineering Tradeoffs

Proper design of a transmission system is a big challenge,
and some tradeoffs must be done. Generally speaking, the
longer the distance, the smaller the transmission capacity,
and vice versa. Overall design tradeoffs include

o Fiber type selection is applicable just for new
fiber deployment. It is obvious that single-channel
transmission favors DSF fibers, while NZDSF fiber
should be, generally speaking, favorable for long-
distance DWDM systems. Standard single-mode
fibers (SMFs) might be the best choice in certain cases
where either chromatic dispersion is not critical, or
where SMF-based systems are less vulnerable to the
influence of nonlinearities. Even low-cost multimode
optical fibers can be considered for some short-reach
and/or lower-bit-rate applications.

e Spectral efficiency versus the total optical bandwidth
occupied is an important design issue in some
cases. By increasing spectral efficiency with dense
wavelength spacing, designers expose the system to
greater susceptibility to degradation from nonlinear
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effects. On the other hand, increasing the optical
bandwidth occupied would lead to system cost
increase.

e Chromatic dispersion management is essential for
high-speed optical transmission systems. A novel
transmission line design with proper dispersion
management will provide conditions for ultra-high-
capacity systems.

e Optical power level per optical channel is dependent
on the output power level from optical amplifiers,
nonlinear effects, crosstalk, and safety issues. It is
always desirable to increase the power level from
the SNR point of view, but the power penalty due to
an increase in nonlinearity and amplifier noise will
limit the signal power level, leading to an optimal
in-between value.

e Optical pathlength is very important in transmission
systems engineering. Design is more complex on
longer optical paths since optical networking issues,
such as crosstalk, wavelength misalignment, and
cascaded filter effects, accumulate with increasing
pathlength. Optical signal powers and the SNR
among different paths that come together at the
input of an optical amplifier or receiver should be
equalized.
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1. INTRODUCTION

Free-space optics (FSO) communication involves the use
of modulated optical beams to send telecommunication
information through the atmosphere from one location
to another location, and has been the subject of a series
of several conferences on FSO communication [1-3]. The
concept of FSO light communication is not new, having
been used by the Romans to transmit information via
mirror reflected optical beams from one hill to another
during ancient times. Indeed, Alexander Graham Bell in
his photophone patent dated 1880 showed the use of an
intensity modulated optical beam to transmit telephone
signals 200 m through the air to a distant receiver. More
recently, however, the tremendous growth in Internet
traffic due to the use of high-bandwidth optical fiber
transmission networks and the development of low-cost
and high-power diode lasers has greatly increased the
utility of transmitting information on an optical laser
beam from one location to another through the air. Since
1996, the use of free-space optics has grown exponentially
in the commercial market since it offers the potential
to help connect the millions of telecom users within the
“last mile” and at extremely high bandwidths of 1-10
gigabits per second (Gbps) or more. While cable (coax)
offers 1-Gbps capability, it must be shared in bandwidth
among different users and channels within a neighborhood
or hub. T1 lines into offices carry a 1 Mbps (megabits
per second) bandwidth, but are usually fiberoptic-coupled
to a main hub. The more recent RF wireless 802.11b
capability to link office and home computers wirelessly
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to a common hub provides bandwidths of 11 Mbps, but
can become crowded in capacity when many (say, 20—100)
notebook computers are being used at the same time, such
as within a campus library room. As such, future need and
growth is anticipated for the development of individual
higher bandwidth (0.1-1 Gbps per user) connectivity
within all offices and homes in a metro (metropolitan)
market. Optical access and FSO in particular may offer
the optimal technical solution for such connectivity in
the future since only optics offers such large bandwidths
for each individual user. As the National Academy/NRC
Committee on Optical Science and Engineering (COSE)
report recently stated, “The Tera-bit/s era for information
technology . .. includes the need for cost-effective networks
of virtually unlimited bandwidth with local area networks
operating at tens of gigabits/s” [4].

1.1. Historical Background and Current Technology
Perspective

Historically, a significant amount of laser telecommuni-
cation and laser atmospheric propagation studies were
conducted in the 1970s and 1980s as part of the devel-
opment of military electrooptic instruments, laser radar
systems, and secure communication data links. Much of
the optical and laser science underlying these systems
can be found in current optical handbooks. [5,6] Early
Department of Defense (DoD) work involved the detailed
analysis of the attenuation and scatter of a laser beam
transmitted through the atmosphere, the common phys-
ical and parametric analysis of different types of visible
and infrared detectors, and the intensity modulation and
wavelength control of a wide range of lasers. For example,
several laser FSO communication systems were devel-
oped in the 1980s for secure ship-to-ship communication
and ground-to-aircraft applications. In addition, since the
early 1990s, several secure laser communication systems
for use between the ground and satellite-to-satellite have
been developed and launched [7—9]. Most of these early or
DoD FSO systems were designed to be used for long-range
(5—1000 km) communication links and often used high-
power (1-200-W) 10-pm-wavelength CO; lasers, 1.06-pm
Nd:YAG, 0.85 um GaAs, or 1.5-pm diode/erbium:fiber
amplifier lasers. They often involved complex tracking
systems, multiple detector receivers or adaptive optics to
compensate for atmospheric turbulence, external modula-
tors for the high-power lasers to place the communication
signal on the laser intensity bitstream, and seldom were
considered to eye-safe. Many of these systems had devel-
opment costs on the order of several millions of dollars,
although vehicle mounted systems have typical costs on
the order of $100,000. The number of systems deployed
is relatively small, ranging from one-of-a-kind satellite-to-
satellite or ground-to-airborne systems, to unit numbers
in the hundreds for small-size mobile systems. These
DoD FSO systems and laser atmospheric studies are
emphasized here since they provide much of the scien-
tific groundwork in laser, propagation, signal processing,
and detector technology in the context of current com-
mercial FSO systems and for the design of future optical
wireless communication systems.

Since 1996 there has been an explosion in commer-
cial development of FSO systems that has been driven in
part by several considerations from both technology and
business viewpoints [10]. First and most importantly, the
demand for high-bandwidth Internet connectivity within
the last-mile market has driven the use of FSO systems
in places where optical fiber is too expensive to use, espe-
cially within the urban metro market. Here, the price
to lay fiber from one building to another building just
across the street may cost $300,000 and take 6 months
time to obtain a permit, if allowed at all. Second, the
advent of directly modulated, moderate power diode lasers
and light-emitting-diodes (LEDs) that are inexpensive and
compact have allowed the development of low—moderate-
cost FSO systems for short to moderate ranges. Initially,
FSO commercial systems developed in the 1990s used
higher-power (1-10-W) lasers to transmit a 0.1-1-GHz
bandwidth signal at distances of 5—10 km. The systems
were designed to provide point-to-point connectivity over
a long distance, often used active tracking to compen-
sate for building sway and atmospheric turbulence, and
cost upwards of $100,000 [1]. Since the mid-1990s, the
design of many commercial systems has gravitated toward
shorter-range and lower-cost systems that use moderate
power (10—100 mW) diode lasers or LEDs, and operate
at shorter ranges (100—500 m) [3]. There are about 15
commercial companies currently selling FSO systems,
ranging in price from $1000 per unit for 10-Mbps sys-
tems to about $20,000—$100,000 per system for advanced
capabilities (1-10 Gbps). Several of these companies have
installed or sold nearly 5000 FSO systems each, while
some are implementing a complete networking capability
in a point-to-multipoint or mesh-net configuration [3]. It
is interesting to note, however, that most of the current
commercial FSO systems operate at wavelengths of 0.8
or 1.5 um, and use laser or optical technology derived
mainly from the fiberoptic telecommunication community
as opposed to the previously mentioned DoD laser sensor
and atmospheric propagation community. This is due to
two reasons: (1) the development of inexpensive and reli-
able laser and receiver/detectors near 0.8 pm (fiberoptic
telecommunication in the 1980s) and 1.5-um diode lasers
with erbium:fiber amplifiers (fiberoptic telecommunica-
tion in the 1990s), and (2) the wish to remain compatible
in optical format to the burgeoning fiberoptics telecom-
munications field and the wavelength and information
requirements imposed by the standards adopted by the
industry. FSO technology and deployment in the com-
mercial sector may be viewed as being just in its infancy,
with several marketing studies indicating that the current
$200 million/year market could grow to $2 billion/year
before the year 2007. As such, the reader should remem-
ber that the current growth in FSO may continue with
advances along the current wavelength and devices used,
or it may branch out to other wavelength regions (say,
for instance, 3.5 or 9 wm) according to the technical needs
of the market. If the last-mile, metro, or home market
becomes the main focus of the telecommunications field in
the future (say, 10 years from this writing), and if FSO
plays a major role in its development, then the optimiza-
tion of FSO last-mile technology at other wavelengths may
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be more important than the demands to interface and use
optical technology from the fiberoptic network legacy. It is
beyond the scope of this article to speculate on the future of
this area in light of some of these considerations, but such
thoughts focus on the importance of covering the basic
optical physics and technology behind FSO in this so that
the reader can appreciate the different optical tradeoffs,
technical limitations, and capabilities of FSO.

1.2. Technical Emphasis of Tutorial Overview

This article presents a brief overview of the optical science
and technology involved in free-space optics communi-
cation. The emphasis will be on the basic physics and
engineering aspects of FSO design mainly with an eye
toward point-to-point communication for the commercial
market. As such, the physics of laser atmospheric prop-
agation, laser specifications, detector criteria, telescope
design, eye safety, laser-beam tracking, and atmospheric
turbulence and beam wander will be discussed. These
are the main criteria for the design of current FSO sys-
tems and will probably determine the design of future
systems. Most FSO systems are “modulation-tolerant”
or “protocol-agnostic,” which means that they faithfully
reproduce the input modulation codes of a communication
link. As such, they can be placed inside a wide range of dif-
ferent communication networks (Ethernet, FDDI, SONET,
etc.) without changes being required as the system com-
munication schemes are modified and updated in future
years. Although some traditional copper data link formats
such as T-1 and T-3 may require some data conversion.
In addition, their use within a traditional network ring or
multipoint configuration may also be independent of other
communication parameters, however, this may not be the
case if the FSO is not an add-on to an existing net but
develops as the main net or “mesh-net” component. Since
many of these latter topics on communication network
topology and modulation or coding schemes are covered
elsewhere, they will not be covered in this article on FSO
except only as needed. The interested reader is directed
toward these topics within this encyclopedia. It should be
noted that there are several excellent overviews and tech-
nical articles on FSO that the reader may want to review,

including the book on free-space optics communication by
Willebrand and Ghuman that covers technical, marketing,
and network issues; in-depth papers presented at several
SPIE conferences; and specific research papers [1-3,10].

2. OVERVIEW OF A TYPICAL FREE-SPACE OPTICS
COMMUNICATION SYSTEM

A typical free-space optics (FSO) communication system
is depicted Fig. 1. It often consists of a small laser source
that can be directly modulated in intensity at fairly high
data rates, a beamshaping—transmitting telescope lens
to transmit the laser through the atmosphere toward a
distant point, a receiving lens or telescope to collect and
focus the intercepted laser light onto a photodetector, and
a receiver amplifier to amplify and condition the received
communication signal. Figure 1 also shows the transmit-
ted laser beam passing through the atmosphere and being
partially collected by the receiver telescope. The laser
or optical beam can be absorbed, scattered, or displaced
by the atmosphere, depending on the atmospheric condi-
tions and wavelength/linewidth of the laser source. If the
laser beam has to transverse distances less than about
200-500 m or so, then finite movement and sway of the
local buildings attached to the system may move the trans-
mitted beam away from the receiving telescope aperture
and outside the angular acceptance angle of the system.
In this case or the case of high atmospheric turbulence,
an active tracking device may have to be used to align
the beam onto the receiver using a small gimbal mirror,
lens translation stage, or detector/laser translation stage;
active tracking may be eliminated if sufficient power is
available by expanding the divergence of the beam or if
the building and alignment is stable.

To give the reader a perspective of the size and
shape of a typical FSO system, Fig. 2 is a photograph
of a FSO indoor unit from PlainTree, Inc. (model 340)
that uses a low-power (40-mW) 0.85-um-wavelength
light-emitting diode (LED) nonlaser (noncoherent) source
for optical communication at short to moderate ranges
(100-200 m) [11]. The transmitter lens is about 6.5 cm
in diameter, the receiver telescope lens is about 13 cm

Receiver
Transmit telescope/lens
Beam telescopeflens ____—- -
forming PR Photo
optics -~~~ ~~._ detector

Laser ]:::\ O SN

Power supply I ‘ T
driver . .
Tracking Atmospheric effects
| adjustment  (absorption, scintillation)
(gimbles)
Modulator/
coder
Data input

b Amplifier
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Decoder
Figure 1. Pictorial schematic of free-space
optics laser communication system for
Data output point-to-point applications. A typical FSO

system has two of these optical channels for
bidirection flow of the communication link.
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- - -

Figure 2. Photo of 0.85-pum noncoherent LED-based FSO system
from PlainTree used for short/moderate indoor applications. Photo
is that of a PlainTree Model 340 system.

/.
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y

'R .
Figure 3. Photo of 0.785-um-wavelength diode laser FSO system

from Optical Access that uses Four laser beams to reduce speckle
fading and atmospheric turbulence effects.

in diameter, and the beam divergence is about 1° (0.0175
radians). The data rate is about 10 Mbps. Figure 3 shows a
FSO system from Optical Access (model 155) that operates
in the same near-IR wavelength region, but uses a 0.785-
pm-diode laser and four laser beams to reduce fading
and atmospheric turbulence effects. Here the laser output
power is about 7 mW and the data rate is 155 Mbps [12].
Figure 4 shows a higher power and different wave-
length system from fSONA, Inc. (model 622-M) that uses
four separate 4-cm-diameter beams from 100-mW diode
lasers operating at 1.55 um that is able to transmit
622 Mbps information at ranges up to 2.5 km [13]. Here,
the receiver telescope size is 20 cm and the four trans-
mitted beams are used to reduce the effect of increased
FSO signal fluctuations due to the effects of atmospheric
turbulence at longer ranges and interference/speckle fluc-
tuations associated with the use of a coherent laser. The
four transmitter lasers also offer redundancy for the link.

Figure 4. Photo of 1.55-pum high-power diode laser FSO system
from fSONA that uses Four laser beams to reduce signal
fluctuations.

More sophisticated systems have also been developed that
have been able to transmit data at rates beyond 40 Gbps at
ranges of 5 km or more using multiple laser wavelengths,
active atmospheric tracking, and multiple detectors and
beams [14].

The detected FSO optical signal is usually converted to
an electrical signal as shown in Fig. 1 and then sent to
the communication network or individual hub. However,
the optical detected signal can be redirected via mirrors to
another location, or received by a router that will redirect
it into a fiberoptic communication system. Of course, the
optical signal received could also be amplified by another
laser amplifier, as in the case of a 1.5-pm laser signal
and an Er:YAG fiber amplifier. This is discussed later in
Section 3 in this article.

As can be appreciated from Fig. 1, several important
optics and laser spectroscopic issues need to be considered
in the design and development of a FSO system. These
include the availability and wavelength coverage of lasers
and LED sources, the interaction and attenuation of the
FSO optical beam as it traverses the atmosphere, the
received light intensity collected by the receiver telescope,
the sensitivity of the optical detectors, and the influence
of atmospheric turbulence. These factors influence the
relative SNR of the received laser signal and are depicted
in the FSO range equation. These aspects are covered in
the following sections.

3. LASER AND OPTICAL SOURCES FOR FSO

Most current FSO systems use either 0.8- or 1.5-um lasers
or LED sources. However, there are a wide range of other
lasers and LED sources that have potential for use in
a FSO system. For FSO applications, it is appropriate
to look only at continuous-wave (CW) lasers as opposed
to pulsed lasers since they can more often be intensity
modulated at MHz or GHz rates. In this regard, Fig. 5
shows a plot of the output power of several CW lasers
as a function of the wavelength covered [15—-17]. As can
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Figure 5. Typical laser output power in Watts as a

function of wavelength for current lasers. Asterisks
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be seen, several high-power lasers such as the CO; and
Nd:YAG laser operate only over a narrow wavelength
range, while several lower-power lasers such as the optical
parametric oscillator (OPO) and difference frequency
generation (DFG) laser operate over a wider tuning range
but at lower output power. The GaAs(Al) diode lasers
operating near 0.8—0.9-pm wavelengths have CW power
levels in the order of 0.01-0.1 W, while InGaAs(P) lasers
near 1.5 pm operate with tens of mW power; the latter
can be boosted by the use of Er:fiber laser amplifiers to
levels of 1-10 W; governmental laboratory fiber lasers
have reached levels of 100-200 W and higher, although
problems with spectral mode hopping and spontaneous
background emission require stringent cavity design and
injection seeder laser-beam isolation. The vertical-cavity
surface emitting lasers (VCSELs) are vertical layered
semiconductor lasers that have output powers on the order
of 1-10 mW and are tunable in some cavity arrangements.
The quantum cascade (QC) laser offers potential for future
FSO usage, especially with the development of 9-um room-
temperature lasers [18]. Also shown in Fig. 5 is the output
power for a LED, which is a noncoherent light source
but has wide utility as a FSO source. Of the lasers
shown in Fig. 5, only the semiconductor diode lasers are
directly modulated at rates up to 10 Gbps using the drive
current of the laser or an internal loss material. The

100 (*) indicate direct modulation (10 MHz to 10 GHz);

otherwise, external cavity modulation is used.

other lasers have to use external modulators (electrooptic,
acoustooptic, or traveling-wave modulators) to reach
Mbps—Gbps modulation rates. The LED modulation rate
is generally 1-10 MHz, but newer models, including
laboratory quasicavity LEDs, have modulation rates on
the order of 100 MHz.

Some important output characteristics of these differ-
ent CW lasers are tabulated in Table 1 [15—17]. As can be
seen, the GaAs lasers and InGaAs lasers offer a significant
combination of high output power and can be directly mod-
ulated via their drive currents. Some of the lasers have
linewidths that are either single frequency (single longitu-
dinal cavity mode) or consist of several laser modes within
a group of lines, while an LED has a broad noncoher-
ent emission spectrum. This can be seen in Fig. 6, which
shows the spectral output measured by the author from
three different optical sources as a function of wavelength
or frequency. As can be seen in the figure, the output
spectrum from the LED is broad, covering a range of
50 nm (about 500 cm™! or 15,000 GHz), while the typical
1.33-pm diode laser shows multiple longitudinal modes
covering a range of about 3 nm. The bottom portion of
the figure shows the 50-kHz linewidth output spectrum
of a single-frequency 1.55-pm distributed feedback (DFB)
laser whose laser output has been controlled through use
of Bragg reflection from imposed index variations along

Table 1. Output Characteristics of Several Currently Available CW Laser Sources®

Laser A (pm) Power Temperature Modulation Rate LineWidth®
GaAs 0.8 10-100 mW* Room 100-500 MHz* Multi/SF
VCSELSs 0.8,1.5 1-10 mW Room 1 GHz* SF
InGaAs 1.5 10-100 mW Room/TE? 10 GHz* Multi/SF
LED (nonlaser) 0.8 10-100 mW Room 10-100 MHz* 50 nm
COq 10 1w Room 200 kHz*/20 GHz 0.lem~1/SF
Nd:YAG 1.06 1w Room 1 GHz 0.lem~1/SF
Quantum cascade 3-9 0.1-1 mW 77 K-—room ? 0.lcm~1/SF
Pb salt 2-10 0.1 mW 77 K ? 0.1-1 cm™!
Ho:YAG 2.06 100 mW Room 1 MHz ? 0.lcm~!/SF

¢Linewidths may have multilongitudinal modes or be single frequency (SF).
b Thermoelectrically cooled.

*indicates direct modulation of the laser intensity while other lasers use external cavity modulation.
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Figure 6. Spectral plots of the output power as a function of
wavelength showing the spectral linewidth of a typical 0.86-pm
LED source (a), 1.3-um multimode diode laser (b), and a 1.55-pm
single-frequency DFB diode laser (c).

the semiconductor laser cavity. Figure 6 is important in
that the exact wavelength and linewidth of the laser can
determine the absorption and scatter properties of a FSO
laser beam as it propagates through the atmosphere. This
will be seen more clearly in the next section.

It should be noted that many laser sources do not
operate in a single spatial mode, but may have a divergence
that is greater than the lowest-order (Gaussian) mode. A
measure of this deviation is the M? parameter value, or
mode structure parameter. For a Gaussian spatial beam,
M? is equal to 1. However, for many short cavity lasers,
the M? value may be closer to 2 or 3 for diode lasers,
and as high as 20 to 50 for short cavity OPO lasers. An
alternative to specifying the M? parameter value is to
directly specify or measure the divergence of the laser in
terms of milliradians. The divergence of the laser beam is
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equal to M? times the divergence of a Gaussian beam [19].
It is common in a FSO system for the divergence of the
transmitted beam to be made larger than the diffraction
minimum value so that the projected beam size is larger
than the receiver optics and more tolerant of misalignment
of the beam. This is discussed in Sections 6.1 and 6.2.
Finally, it should be added that Fig. 5 does not show
an important third axis, which would be related to the
cost of the laser system and modulation scheme. Such
information is very important especially for commercial
systems and influences the engineering trade-off design
of the FSO system. To give the reader a ballpark
value, typical costs range from a few dollars for a
LED or low power GaAs laser to several $100K for
an externally modulated CO, laser. Typical costs for
moderate power 100 MHz 0.8 um lasers are near $0.1K
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to $1K, with somewhat higher costs for 1.5 pm diode
lasers, and approaching $10K to $20K for higher power
Er doped amplifier lasers. Of course, these values are
only approximate values amd will be reduced as technical
progress is made in this area.

4. ATMOSPHERIC ATTENUATION AND SCATTER OF THE
FSO BEAM

The attenuation of an optical beam as it propagates
through a medium is given by the Beer—Lambert law as

I(x) = Ipe ™™ (1)
where I is the initial optical intensity in watts, I(x) is the
intensity after the beam has traveled a distance x meters,
and « is the attenuation coefficient of the medium in
reciprocal meters. The attenuation of the atmosphere can
be due to several factors, including absorption of the beam
via molecules in the atmosphere and scatter of the beam
due to Rayleigh, Mie, and resonant scatter with molecules
or aerosol particles in the air [20]. For most applications,
the Mie Scatter (especially due to fog) is dominant.

The optical transmission of the normal atmosphere can
be shown as in Fig. 7, which shows the low-resolution
transmission spectrum of the atmosphere for a 2-km
path near ground level [21]. The spectrum is that for a
low-resolution spectrometer with a spectral resolution of
about 20 cm~!. As can be seen, there are several regions
where water vapor and other gases absorb the optical
beam, while there are large optical windows in the visible
(0.4-0.7 pm) and at 1.5 pum and near 9—13 pwm, where the
beam is hardly absorbed. Of interest for FSO applications
is the higher-resolution spectra for the atmosphere at
regions that appear almost opaque in Fig. 7. Figure 8 is
a calculated transmission spectrum of the atmosphere for
a U.S. standard atmosphere for a path of 500 m over
three different spectral regions of potential FSO interest
near 0.85 pm, near 1.55 pum, and near 9 um. As can be
seen, the spectrums show individual absorption lines due
to the vibrational-rotational absorption lines of water
vapor, COy, CHy, and other gases in the atmosphere. The
individual lines all have a pressure-broadened linewidth
of about 0.1 em~!, so that a tunable laser beam that has a
linewidth on the order of 0.1 cm™! or less can be absorbed
if it is tuned online, or not absorbed if it is tuned in
wavelength to the offline position. It is because of this close
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connection between the laser or optical source linewidth
and wavelength and that of the atmosphere absorption
lines, that careful selection of the laser wavelength can
have a significant influence on the performance of a FSO
system. It should be noted that the spectra in Fig. 8 were
calculated using the HITRAN database and HITRAN-PC
computer program since it has a spectral resolution better
than 0.01 cm™!, and usually produces spectral plots that
have line centers with an accuracy of 0.001 cm~! and
line intensity accuracy of a few percent [22—24]. Other
Air Force atmospheric spectral codes such as MODTRAN
have a resolution of 2—20 ecm-1 and may be valid for wide-
linewidth LEDs and regions of little spectral absorption.
However, in general, it is best to use the high-resolution
capability of the Air Force FasCode program or HITRAN-
PC, which uses the HITRAN spectral line database, and
then convolute the overlap of the laser spectrum with
that of the atmosphere. The HITRAN database has been
developed by the U.S. Air Force since 1971 and is the
compilation of over one million individual spectral lines of
over 32 molecules in the atmosphere.

In addition to the absorption of molecules in the
atmosphere, there is also the attenuation due to the
scatter from aerosols and particles in the atmosphere.
In this case, the fogs, clouds, and dust particles can add
to the attenuation of the optical beam. For molecules and
spatial scale changes in the index of refraction that are
much smaller than the wavelength of light, the scatter
is called Rayleigh scatter, named after Lord Rayleigh
(1842-1919), who first quantified the effect. Rayleigh
scatter attenuation coefficient can be given approximately
for the standard atmosphere as [24,25]

8
Qray = Noy :N?ﬂ

Ox

= 8?7-[1.18 x 1078 [550 nm/A (nm)]* cm™?

=1.1 x 1075 [550 nm/A (nm)]* m~! 2)
where N is the number of molecules (~2.55 x
10® molecules/cm?®) in air and o, is the backscatter
Rayleigh scatter cross section. Equation (2) is normal-
ized to that for a wavelength of 550 nm. As can be seen,
Rayleigh scatter increases in the short-wavelength or blue-
wavelength regions, which is why sunsets appear red
(most of the blue light has been scattered away from the
viewing angle).
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Figure 8. Calculated transmission spectrum of the atmosphere for a 500-m path near the
wavelengths of 0.8, 1.55, and 9.5 pm. Most of the strong rotational—vibrational absorption lines
seen are due to water vapor, COg, ozone, and oxygen.

When the scatter site is large or on the order of the
wavelength of light then the scatter is a complex inter-
ference phenomenon with destructive and constructive
interference lobes emanating outward from the particle.
Such scatter is called Mie scatter and is highly dependent
on angle, polarization, and wavelength/particle size. In
theory, Mie scatter can be calculated for known particle
sizes and orientation. However, it cannot be calculated
a priori for complex shapes and orientations of particles
such as those often found in the atmosphere. As such,
the Mie scatter for the atmosphere is usually measured
experimentally. Figure 9 shows the measured attenuation
or extinction coefficient of the atmosphere as a function
of wavelength for several different atmospheric condi-
tions [25]. The values shown in Fig. 9 have error bars on
the order of an order of magnitude dependent on atmo-
spheric conditions.

Comparison of Figs. 8 and 9 suggests that at many laser
wavelengths, the attenuation due to a strong absorption
line in the atmosphere may be more dominant than that

due to the normal background attenuation of the atmo-
sphere such as that due to urban haze. In this case, FSO
design is such that one chooses a laser wavelength that
is offline of any strong absorption line in the atmosphere.
After this choice, then the next dominant attenuation con-
sideration is that due to clouds or heavy fog. For example,
at a wavelength of about 1.51 pm, the extinction coeffi-
cient due to urban haze is about 0.9 x 10~* m~!, a value
much smaller than that possible due to the molecular lines
in Fig. 8. However, the attenuation due to absorption lines
at 1.56 pm is negligible so that the Mie/Rayleigh or haze
attenuation dominates.

Of more concern for a FSO system is the attenuation
due to rain, snow, and fog. The Air Force MODTRAN
and LOWTRAN computer programs have excellent
attenuation calculations for rain and snow [22,23]. Under
most cases with short ranges (<500 m), rain and snow
attenuation may not be severe. However, fog can cause
severe degradation in the signal. Figure 10 is a plot of
the attenuation due to fog, rain, and snow as a function
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Figure 9. Approximate attenuation coefficient of the atmosphere
as a function of wavelength for different atmospheric conditions.
(Reproduced by permission of R. Measures, Laser Remote Sensing,
John Wiley & Sons, New York, 1984.)

of the visibility [26]. As can be seen, thick fog can cause
attenuation of up to 200 dB/km, or a reduction factor of
1072° for a km path. Recent studies by Kim, McArthur,
and Korevaar at 0.8 and 1.5 wum have indicated a refined
equation for an approximation of the attenuation value, «,
given by [26]

where V is the visibility (in km), A is the wavelength in
nm, and g depends on the size of the scattering particles,
but is equal to 1.3 for average visibility and 0 for fog. In
Eq. (3) « is given in units of km .

It should be noted that in many reported studies, the
attenuation values given in dB/km were extrapolated from
short range studies on the order of several centimeters to
meters, and were unable to take into account multipath
scatter. The inclusion of multipath effects may decrease
the overall attenuation value but also may spread
out in time the modulated intensity waveform of the
multiscattered beam [24].

Under normal conditions the first decision criterion for
a FSO wavelength design is to reduce the atmospheric line
spectra as shown in Fig. 8. Then the next consideration
should be the reduction due to fog-type aerosols in the
path. As can be seen in Fig. 9, the latter consideration
may indicate that longer wavelengths near 9—10 pm may
offer less attenuation due to fog and snow. As such, they
may be considered for a backup system for a 0.8- or 1.5-pm
FSO system, as opposed to the use of a microwave or RF
backup system.

5. OPTICAL DETECTORS AND NOISE

Most current commercial FSO systems use the direct
detection of the intensity-modulated laser beam. The
optical detectors used are usually a small, high-bandwidth
photodetector, either a Si photodiode or Si avalanche
photodiode (APD) for wavelengths up to 1.1 um, or a
InGaAs photodiode or APD for the 1.5 um wavelengths. To
obtain the high speed required of 10 MHz up to 10 GHz,
the size of the detector is kept small, on the order of
20-100 pm, to reduce capacitance and RC time constants.
Table 2 shows a sampling of several optical detectors and
some of their performance parameter values, including
their size, electrical bandwidth, and noise equivalent
power (i.e., minimum signal detected) [5,6,27]. As can be
seen, they are small in size and have detection sensitivities
ranging from a microwatt down to tens of nanowatts.

The overall science of optical detectors is covered in
several excellent books, including that of R. Kingston,
which covers photon counting, amplifier and background
noise, and signal-dependent noise-limited performance of
a FSO optical communication system [27,28]. In general,
the detectors used in the visible to near-IR spectral region

Figure 10. Attenuation/scattering loss as a function
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Table 2. Typical NEP Values of Selected Detectors for
Nighttime Conditions

Nighttime NEP
A (um) Size (wm) Bandwidth (nW)
Si photodiode 0.9 2000 10 Mbps 200
Si APD 0.9 200 155 Mbps 20
InGaAS APD 1.5 50 2.5 Gbps 50
InGaAs APD 1.5 200 100 Mbps 20

“Daytime usage may require narrowband optical blocking filters to reduce
background light. Typical daytime increase in NEP is ~2—8x.

are shot-noise-limited; that is, the dominant noise is the
statistical fluctuations of the signal photons, which is
essentially the square root of the number of photons in
the signal. As such, the noise of the detector is usually
stipulated in terms of a minimum detectable signal in
decibels referenced to a milliwatt, or as a background
current in the case of Johnson noise of the detector or
amplifier combination. In the infrared spectral region,
however, the background radiation or thermal emission
of the 300-K world is often the dominant noise source.
In the latter case, the detectors are background limited
in their performance [i.e., background-limited infrared
performance (BLIP)], and a different parameter related
to the intrinsic sensitivity of the photodetector material
is used to determine the system noise level. In this case,
the detectivity, D*, in units of Jones (i.e., cm Hz2 W1,
is a universal parameter for a particular material and is
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related to the noise equivalent power (NEP) in watts by

_ (ApB)'~?

NEP
D*

4)
where Ap is the area of the detector and B is the electrical
bandwidth of the detector/amplifier combination [29]. The
NEP is where the SNR in voltage equals 1 at the output
terminals of the detector. The NEP is related to the term
“sensitivity” as expressed in watts and used more often
in the visible—near IR. “Sensitivity” is often used for a
specified bit-error-rate and is about equal to 6 times NEP;
this is explained in a later section.

With these concepts, one can compare different types of
detectors at different wavelength ranges. Figure 11 shows
a plot of the measured D* for a range of infrared detectors
along with that due to a S-20 photocathode photomultiplier
tube (PMT), Si photovoltaic (pv) photodetector, and liquid
nitrogen cooled HgCdTe for 10 pm wavelengths [30]. The
influence of the 300-K background theoretical maximum
thermal noise level shown by the doted line is given for both
a photovoltaic detector and a photoconductor detector. As
can be seen, the BLIP performance limit, due to the 300-K
thermal background radiation that peaks near 8—10 pm
in wavelength, is dominant for wavelengths greater than
~2 wm. Here, the D* value was calculated for a bandwidth
of 1 Hz for the PMT so that a comparison between the
different detectors could be made. What are not shown in
Fig. 11, however, are the signal bandwidth, lifetime, and
cost of each detector. For example, many of the infrared
detectors shown in Fig. 11 can operate at bandwidths
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Figure 11. Detectivity, D*, for selected 10° \ \ \ \|
detectors as a function of wavelength. s \ \ \‘
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of Optics, McGraw-Hill, New York, 1995,
Chap. 15.)
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of only 1-10 MHz or slower. On the other hand, cooled
HgCdTe detectors have been operated at a wavelength
of 10 pm in a heterodyne detection mode at speeds of
<60 GHz.

Most communication systems use the bit error rate
(BER) as a measure of the system sensitivity and level
of signal-to-noise ratio in determining the probability of
correctly decoding the bitstream in the signal [28,31]. The
BER can be related to the signal-to-noise ratio (SNR) of the
communication link and is a measure of the percentage
of bits that are in error within a large ensemble of bits
received. It is common for current FSO links to have a
BER on the order of 10™° to 1071° for the case where
no error correcting codes are used. The optical BER can
be calculated as the integral of 1 minus the cumulative
normal distribution function with argument (SNR),/2,
where the SNR, is the peak voltage SNR for a detector,
which is the same as the returned peak power divided
by the NEP of the detector. The average SNR power is
half the peak SNR value. The “sensitivity” of a detector is
defined for optical communication purposes as the average
power required for a BER of 109,

A plot of the BER value as a function of the voltage
signal-to-noise ratio (returned optical power divided by
NEP) is shown in Fig. 12 [28]. As can be seen, a BER of
10~° requires a peak SNR of 12, which corresponds to a
value of 6 for the average SNR value [28]. As such, the
formula SNR = P,/NEP = 6 is often used as the detection
threshold for a FSO communication link; here, P, is the
average detected laser beam power by the receiver.

6. FSO RANGE EQUATION

The FSO range equation combines the attenuation and
geometrical aspects of FSO in order to calculate the
received optical power as a function of range and telescope

1E-08 N
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Figure 12. Bit error rate (BER) as a function of peak voltage
signal-to-noise ratio (SNR), which is equal to the received power
P,, divided by the NEP of the detector. (Reproduced by permission
of R.H. Kingston, Optical Sources, Detectors, and Systems,
Academic Press, New York, 1995.)

aperture size. Before introducing the FSO range equation,
some parameter values need to be defined and discussed.

6.1. Laser-Transmitted Beam Divergence

In the most simplistic case, the transmitted laser beam
is divergent as a result of optical diffraction, where the
angular spread, A6, is equal to /Dy, where D is the size
of the initial laser beam. This is an approximate equation
for the divergence of the lowest-order Gaussian spatial
TEMgo mode for a Fabry—Perot laser cavity. Laser beams
with higher-order spatial modes have greater diffraction
than a Gaussian mode and will have a mode structure
parameter, M2, value greater than 1. In these cases, the
divergence of the beam in one direction is equal to M2A#6;,
or [19]
(M?)1

1

AbOy =

(5)

The size of the projected laser beam at a distance of R
meters will be equal to D; + RA6;. For example, a M? = 10
and 1 um wavelength laser beam collimated through a
1 cm aperture will have an angular divergence of 1072
radians (i.e., 0.57°) and will have a width of 10 m at a
range of 1000 m.

Often, the beam divergence of a FSO system is made
intentionally larger than the diffraction limit so that the
projected beam size is larger than several times the size
of the receiver telescope. This facilitates alignment of the
two transmitter and receiver telescope optical axes. Beam
divergence or beam spread is often made to be 0.1-1
mrad by slight defocusing of the transmitter telescope, as
opposed to the normal Gaussian diffraction minimum of,
say, 0.001-0.01 mrad.

Finally, the divergence of a semiconductor laser is
often shaped by beamforming optics near the output
facet of the diode laser. Normally, the output from
a semiconductor laser has a beam divergence of, say,
3° x 15°. The beamshaping optics use a cylindrical lens to
bring it down to a milliradian or so, in both axes.

6.2. Receiver Telescope Field of View

The receiver telescope field of view is the beam collection
angle of the detector and telescope combination. Only light
that falls or originates within this cone about the telescope
optical axis will be focused onto the detector. The receiver
telescope field-of-view angle, A6,, is given by

_Da
o f

where Dy is the size of the detector and f is the focal length
of the receiver telescope. Equation (6) does not usually
influence the optical performance unless the optical axis
of the receiver telescope—detector combination is aligned
outside the receiver field of view, Af,. It should be noted
that just because the receiver telescope intercepts a portion
of the transmitted beam, the light collected would not be
focused onto the detector unless the receiver telescope axis
is pointed toward the transmitter location within Aé,. For
a typical detector size of 300 um and a telescope focal
length of 0.3 m, the field of view is about 10~° radians.

A6, (6)
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6.3. FSO Range Equation Analysis

The FSO range equation can be given by inspection of
Fig. 1, and the use of the Beer—Lambert law and Eq. (5).
Under these simplifying assumptions, the FSO range
equation is

A

Pr——L  TKe™E 7
T(Dl + RA6;)? ¢ @

Pr =

where Py is the received optical signal power, Pr is the
transmitted optical laser power, A, is the area of the
receiver telescope or collection lens, T is the transmission
or efficiency of the receiver optical system, and the area of
the beam at a range R is given by (D; + RA6;)?. In Eq. (7)
K is another loss factor that deviates from a normal value
of 1 when a noncoherent light source is used, such as an
LED. This latter parameter is equal to 1 for a laser source,
and has a value equal to 1 or less for an LED source as

_ Adet

K=
Argp

()

if Aget <Arep, and K =1 otherwise, where A4y is the
area of the detector and Apgp is the area of the LED
source. The K factor takes into account the fact that
a noncoherent optical source cannot be focused to an
area smaller than that from which it originated due to
thermodynamic reciprocity (brightness) considerations.
Equation (8) can be used to generate FSO SNR or
power detection curves as a function of range. For
example, Fig. 13 shows the calculated received power as
a function of range for a case of a 10-Mbps bandwidth,
low-power 0.85-um LED FSO system with 40 mW
power, 13 cm receiver, T =0.2, and K = Aget/ALED =
(0.28 mm)2/(0.5 mm)? = 0.3, divergence of 1° = 0.0175
radians, and NEP of the Si detector of 300 nW for
daytime operation; these specifications are appropriate
for a moderate power 0.85 pm LED FSO system and
serves as a “strawman” for illustrative purposes only.
Two atmospheric cases are shown for low o« attenuation
(10~*/m, or 0.2 dB/km) due to low-altitude haze, and for
moderate attenuation due to clouds (10~2/m, or 20 dB/km)

1.E+00
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Return power (W)

1.E-06 1

Figure 13. Calculated received optical signal as
a function of range for “strawman” 0.85-um LED

similar to light/moderate fog. As can be seen, the returned
signal follows a 1/R? dependence at close-in ranges, and
follows the Beer—Lambert exponential decay at longer
ranges. A threshold for the NEP of the detector at 300 nW
is also shown, along with a value of the required SNR of
6 times greater than the NEP corresponding to a BER
of 107, As can be seen, the system should have good
FSO communication capability at ranges out to 600 m for
hazy conditions and out to 200 m under moderate/light
fog conditions. These ranges would be even greater under
nighttime conditions when the NEP of the detector would
be less, or when operating under dry/no-fog conditions.

Another example is given in Fig. 14 for a 622-Mbps-
bandwidth FSO “strawman” system appropriate for a
higher power multi-beam 1.55 pm laser based FSO
system. Here, the FSO parameters are approximately
1.55 pm wavelength, 400 mW power diode laser, T =
0.2,K =1, 20 cm receiver telescope size, transmitted
1 mrad beam divergence, and a daytime NEP of 150 nW
using two solar filters. Again, two attenuation cases are
shown of 1.1 x 1072/m for light/moderate haze (cloud)
and 0.7 x 10~*/m for low-altitude haze. As can be seen
the communication range is beyond 3 km for light haze
and about 600 m under light/moderate fog. However,
what is not shown in Fig. 14 are the deep fades due
to constructive/destructive interference and atmospheric
fluctuations in the beam. This will be mentioned in a later
section of this article.

It should be added that the use of the FSO range
equation is an approximation to give the reader some
idea of the parameters and importance of there values.
The calculated ranges are theoretical values, however,
and are approximations subject to atmospheric conditions,
which can cause errors in the attenuation as large as an
order of magnitude or more. As such, it is important that
the reader understand the usefulness and limitations in
using the FSO range equation. Often, the values have
to be modified by direct measurements under specific
atmospheric conditions. This is why in so many cases
extensive field tests of a FSO optical link have to be made
under a wide range of weather conditions in order to
accurately measure the system performance.

Light haze
Light/moderate fog

~SNR=6
__________ NEP =300 nW (Day)

FSO system. FSO range equation parameters 1.E-08

included 40 mW power, 17 mrad beam divergence,
and 13 cm telescope aperture.

T T T T 1
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7. ATMOSPHERIC REFRACTIVE TURBULENCE

The most familiar effect of refractive turbulence in the
atmosphere is the twinkling of the stars and the shimmer
of the horizon on a hot day. The first of these is due to
the random fluctuations in amplitude of the light, also
known as scintillation. The second effect is the random
change in the optical phase of the lightbeam that leads to a
reduction in the resolution of an image. Other atmospheric
effects are large-scale beam wander and breakup of the
optical beam into smaller phase fronts or speckles. In
the visible and near IR, these fluctuations are caused
by small fluctuations in the temperature (0.01-0.1°) of
the atmosphere on the spatial scale of 0.1 cm—10 m,
which cause changes in the index of refraction of the
atmosphere. These small-scale fluctuations can distort
and break the laser beam into small turbulent cells. In the
far IR spectral region, the influence of these temperature
fluctuations is diminished, but large-scale spatial changes
in the background absorption and concentration of water
vapor can also cause large beam wander and fluctuations.

Extensive work by NOAA and DoD since the early
1960s, starting with the pioneering work of David
Freed and Tatarskii, has been able to successfully
clarify the phenomena of atmospheric refractive turbu-
lence and yield predictive equations [24,32—34]. These
atmospheric turbulence studies are valid for energy-
conserving fluctuations in the atmosphere and have

“SNR=6
—————————————————————————————— NEP = 150 nW (Day)

Figure 14. Calculated received optical signal as
a function of range for “strawman” 1.55-pm
high-power diode laser FSO system. FSO
range equation parameters included 400 mW
power, 1 mrad beam divergence, and 20 cm tele-
scope aperture.

resulted in well-understood equations relating the optical
beam fluctuations and the refractive-turbulence structure
parameter, C2. Figure 15 shows values of C? measured
during a sunny day in Florida as a function of time using
an optical beam intensity scintillometer instrument from
NOAA [35]. As can be seen, the value of C? varies by
several orders of magnitude, becoming largest during the
middle part of the day.

The variation of C2 with height above the ground is
given approximately by [24]

C2(h) = C2(0) h™*3 )

where & is the height in meters above the ground and
C2(0) is the value at ground level.

Fluctuations in the intensity or irradiance of the
optical beam can be expressed approximately (for weak
turbulence) as [24]

0?2 = exp(0.5 K"/°R1/5C?) — 1 (10)

where o2

2 is the irradiance variance (normalized by the
mean irradiance value), k£ is the optical wavenumber
(27/1), and R is the range. This expression is modified
slightly when the inner scale of the turbulence (smallest
spatial fluctuation size) is greater than the square root of
AR. There are several other expressions for o2 depending

on the approach to saturation and the value of the inner
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Figure 15. Measured atmospheric refractive-turbulence structure parameter, C%, as a function

of time throughout the day.
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and outer scale values. The interested reader should
consult the references for more detail [24,32—34].

The autocorrelation spectrum or power spectral den-
sity of the optical beam fluctuations gives the frequency
or speed of the fluctuations. Experiments have shown
that the decorrelation time of atmospheric refractive tur-
bulence fluctuations is on the order of 1-10 ms, so that
the frequency of the fluctuations is on the order of a few
hundred hertz or less [36,37].

The influence of refractive turbulence is to break a
Gaussian mode laser beam into smaller speckles or indi-
vidual coherent wavefront groups. The effect can be given
by the atmospheric turbulence field coherence length, oo,
which indicates the approximate size of the interference
speckles within the laser beam, and is given by [24]

oo = (1.09 k>RC?)73/5 (11)

Equation (9) yields the size of the speckles within a beam
front. It is an important parameter for a heterodyne detec-
tion or photon counting detection system since it places a
limit as to the effective telescope aperture size (approxi-
mately 3p09) that can be used in a system [38]. However,
for most current FSO systems that use direct detection
of the beam, this will affect only the number of speckle
modes to be aperture-averaged within the receiver, which
will then affect the aperture-averaged SNR. The total sys-
tem SNR will be a combination of all the fluctuation SNR
values, power-limiting SNR considerations, and averaging
effects within the communication decision time. Additional
research is required in this area to better understand the
tradeoffs in the area of signal averaging and atmospheric
effects, including mitigation through the use of multiple
wavelengths, beams, detectors, and temporal samples.
The beam wander due to refractive turbulence can be
given by
o7 =0.97C>D3R? (12)

where o2 is the variance in the displacement of the beam
axis in m? and D is the diameter of the initial beam [39,40].

The preceding equations can be used to estimate the
approximate level of fluctuations of a projected laser beam
under controlled or laboratory conditions. Usually, the
values for the standard deviation of the fluctuations o
are on the order of 0.05-0.7 (i.e., 5—70%), depending on
the values of C2 used. However, experience has shown
that in many experimental and field-site cases complex
windflow patterns exist (which are not energy-conserving)
along with other atmospheric inhomogeneities that can
cause beam drift and local absorption. As such, it is
usually hard to accurately predict the fluctuation level
in a particular setup. In this case, one has to resort to
actual measurements of the fluctuation variance levels o2,
in order to compare different experimental systems.

Under normal circumstances, the fluctuation variance
level can be related to the information content signal-to-
noise ratio (SNR) by [41]

SNR = % (13)

where o2 represents the averaged or processed normalized
variance measured over the time interval used to

determine SNR of a decision period (possibly of one data
bit or multiple bits for a coded word). Usually, if signal
averaging is used, this has the effect of reducing the
estimate of the variance by the square root of the number
of samples averaged:

nl/2
SNR, = SNR; n'/? = — (14)
where n is the number of samples integrated, SNR,, is
the SNR for n samples, and SNR; is the SNR for a single
sample. Equation (14) is valid for an ergodic process that
has random noise, but has to be reduced if nonrandom
noise or processes are present [41]. This is true for large-
scale attenuation processes in the infrared, where long-
term temporal drifts in attenuation due to water vapor and
other phenomena may be present. However, in the visible
and near IR, the major noise sources are usually random.

Equation (14) is the general relationship for a signal
detection process and helps relate the influence of
increased fluctuation levels on SNR, which then directly
affects the BER via Fig. 12. However, in the case of a
FSO system, the fluctuation levels should more properly
be measured only over the decision time of a bit. As such,
the short-term variance measured over a time period of a
data bit period may have to be used.

As can be seen in Eq. (14), the SNR can be improved
through averaging multiple signals within the information
decision period. This can be seen in an excellent research
study by Kim et al., who studied the effect of refractive-
turbulence fluctuations through the use of multiple
laser beams [42]. Figure 16 shows the fluctuation levels
measured over a 20-s time period for a 1.5-um, 1.2-km FSO
system that used one, two, and three separate laser beams.
As can be seen, the use of several laser beams reduced the
fluctuation levels that had the effect of increasing the
measured SNR.

While the preceding equations indicate the level of
fluctuations, it is customary in the FSO community for
such an effect to be accounted for by introducing a
fluctuation, fade, or link margin that is derived more from
experimental measurements than from theory. Such a link
margin may be on the order of 15-20 dB, although such a
high value often includes the desired SNR for a specified
BER compared to that for a SNR of 1. For example, for
a system with a BER of 10~ and a NEP of the detector
of 20 nW, the BER value is related to a SNR of 6 [28]. In
this case, a fade link margin could be 7 dB (factor of 5), so
that the required SNR would be 6 times that due to 7 dB,
specifically, a value of 30, or 15 dB. This is the equivalent
of solving the range equation for a SNR of 1, but using a
link margin of 15 dB. Both analysis types are used in the
literature and are equivalent.

Finally, another atmospheric phenomena related to
deep fades in the communication link has received
considerable study [43,44]. For a FSO laser-based system
transmitting over moderate to long ranges of 2—10 km,
the fluctuations observed have the traditional refractive
turbulence frequency fluctuations of up to a few hundred
hertz, but long-term fades lasting 0.1 s to a few seconds
are also observed. These are difficult to extract from
similar effects due to tracking drifts or from building sway.
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Figure 16. Intensity and fluctuation distribution measured for a 1.2-km FSO 1.55-pum system
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However, some studies suggest that they may also be due
to beam bending due to the presence of spatial localized
concentrations of water vapor that move into the beam
path. Such water vapor spatial clouds have been observed
with high resolution Raman lidar (laser IR radar) systems,
and indicate water vapor “clouds” of 10—100 m in diameter
and movement times on the order of 1-100 s [45]. On the
other hand, long-term fading can occur if the coherent
beam produces a single speckle at the receiver and the
optical alignment is such that destructive interference
occurs (due to long-term building sway, beam wander,
etc.). In this case, the intensity received is close to zero.
Sometimes, these fades have values of up to 10-30 dB,
suggesting partial destructive interference of the speckle.
The effects of these fades can be mitigated through the

use of multiwavelength, multispatial, or multitemporal
samples within the link bit decision period in order to
produce independent samples of the transmitted bit.

8. TELESCOPE DESIGN, TRACKING/ALIGNMENT
DETECTORS, AND ENVIRONMENT

The telescope and receiver lens used in a FSO system is
usually a compromise between the use of wide apertures
for greater light gathering, short focal length for ease of
handling, moderate field of view for ease of alignment,
and optical coatings for narrow spectral filters for daytime
use. This can be seen in Fig. 17, which shows several
typical telescope configurations. Common configurations
for a FSO system is either the use of a single lens and a

Figure 17. Schematic of Newtonian (a) and Cassegrainian (b) telescopes.



1864 OPTICAL WIRELESS LASER COMMUNICATIONS: FREE-SPACE OPTICS

detector or the use of a Cassegrain telescope and a detector
system that folds the beam path so that the telescope
is shorter than that of a Newtonian configuration. An
example of a short Cassegrain-type telescope used for FSO
is one developed by Kaiser Electro-Optics in their f#/0.67
Hyperscope transceiver with an 8 in. aperture and 4 in.
overall length. In this telescope a coated front reflecting
window is used as the secondary mirror as in a Mangin
mirror telescope configuration, which shortens the overall
length of the telescope by a factor of ~2 [46,47].

Another method is to use a holographic lens or
mirror arrangement to also ensure spectral and position
placement that is similar to combining a diffraction grating
with a lens [48]. Such a holographic lens is flat. Another
possibility is that the holographic lens can be configured to
displace or rotate the focused light around the perimeter
of the lens as a function of input direction.

A common configuration for an inexpensive telescope
systems is to use either a conventional optical lens or a
flat Fresnel lens. In the latter case, the focal volume and
resolution are not as good as with a conventional lens, but
may be sufficient since in many cases the beam divergence
and field of view of the transceiver have been enlarged to
ease optical alignment of the system.

Alignment and tracking of the FSO system can be
a difficult problem for longer-range systems. For short
ranges under 200—500 m, the alignment and beam wander
of the communication beam may be small enough that only
coarse mechanical alignment is required during initial
setup. For longer ranges, however, usually some form
of active alignment and tracking is required. Two axis
gimbals on the telescopes or the entire FSO unit are
often used in this regard, as well as active positioning
of the detector in the x—y image plane of the telescope.
Fluctuation times on the order of 1-10 ms are required
for atmospheric fluctuation, while building sway may have
resonance times on the order of 1-10s. Temperature-
and wind-driven gross movement of buildings will have
times on the order of hours. It is common to use quad
(4) detectors and/or CCD cameras to monitor a separate
alignment beam in order to actively track and compensate
such movement.

Weather/environment protection of a FSO system is
determined by the indoor or outdoor use of the system.
Several systems are made for indoor use and require
little environmental design. Some units are made for use
behind the windows of an office and use the window and
benign office conditions to separate them from harsher
outside conditions. Outdoor use often entails hermetically
sealing the FSO unit, with the placement of sunshields,
rain canopies, and heaters on the telescope lens to reduce
frost or condensation.

9. LASER EYE SAFETY

Any laser beam can cause damage to the human eye
if it is operating with an irradiance (W/cm?) that is
above a certain level. The minimum permissible exposure
level (MPE) is tabulated in the ANSI standards [49]. The
standards are written for direct ocular view by the eye,
and are given as a function of wavelength. This latter part

is important because for wavelengths less than ~1.4 pm
(~1400 nm), the optical radiation that enters the eye is
focused and increased in irradiance onto the retina. For
wavelengths longer than ~1.4 mm, the light is absorbed
by the cornea and vitreous humor inside the eye. The
reader should remember that it is possible for a coherent
laser beam to be focused by a lens down to the diffraction
limited spot size given by f# A, where the f-number, f#, of
the lens is equal to the diameter of the lens (or pupil of
the eye) divided by the focal length of the lens; as can be
appreciated, for the human eye this spot size on the retina
is close to the wavelength of light: about 1 um in diameter.
Such a focusing effect is already taken into effect by the
ANSI standards.

While the reader should use the ANSI standards for
each explicit situation, a general idea of the eye-safety
values can be shown as in Table 3. Table 3 shows the
direct ocular MPE values, and the approximate calculated
maximum transmitted laser power levels for a FSO
transmitter that delivers a 30 x 30-cm beam at a distant
receiver where the ocular viewing would occur; this
corresponds to the size of a 1° divergence laser beam
after being transmitted 200 m through the atmosphere.
The MPE is shown for a 10-s exposure. The maximum
transmitted laser power is seen to be about 1 W for the
0.7-pm laser and about 90 W for the 1.55-pm system. Of
course, these values are much lower if the eye is at a
closer range and intercepts the beam where the beam is
smaller and the irradiance is higher. In addition, the effect
of atmospheric turbulence may increase the fluctuating
intensity levels so that the values would need to be reduced
appropriately. The eye safety for a LED is higher since it
is a noncoherent source and will not be focused to a small
diffraction-limited spot on the retina.

Most FSO systems are designed to be eye-safe, or
to operate where a human will not intercept the beam.
In the case where humans may intermittently intercept
the beam, other warning systems such as the use of an
inexpensive microwave radar system (e.g., marine radar)
could be used to detect the presence of a human within the
FSO beam path and shut down the system temporarily.

Finally, laser safety regulations and standards have
been instituted as to the manufacturing classification of
the laser, such as class IV or class IM, which covers
the power levels and operational safety standards for
the laser. The international organizations such as the
International Electrotechnical Commission (IEC) and U.S.

Table 3. Approximate Maximum Permissible Exposure
(MPE) Power in W/em? for Direct Ocular (Eye) View for
Several Different Wavelengths

P; (Maximum Transmitted Power) —

A (um)  MPE (mW/cm?) 200 m away (w)*

0.7 1 0.9

0.9 25 22

1.55 100 90
10 100 90

“The maximum transmitted laser power calculated is for the case of a
beam size of 30 cm in diameter at the position of the eye (appropriate for a
propagation distance of 200 m and beam divergence of 1 degree).
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agencies (FDA, Laser Institute of America, and ANSI)
have helped coordinate these classification schemes. For
example, the IEC has expanded its coverage of TC
76/60825 part 12, Working Group 5 (WG5) to cover safety
and transmission issues associated with laser and LED
FSO communication [50]. The WG5 committee has been
working on a draft titled Part 12: Safety of Free Space
Optical Communications Systems Using Directed Beams
to be released in 2003. The interested reader is encouraged
to review this information in the references. They are not
of concern for the scientific analysis of a FSO system, but
are very important for the manufacturing and proper use
of commercial FSO systems.

10. FSO SYSTEM AND ENGINEERING TRADE-OFFS

As can be seen from the above discussions, there are
many scientific aspects of FSO design. In addition, there
are a considerable number of system and engineering
trade-offs that also have to be looked at. It is beyond
the scope of this article to discuss this in detail, but
some general aspects can be listed. Some of the trade-off
parameters that need to be taken into account include
(1) modulation of the laser or LED (direct modulation
through the power supply or the need for an expensive
external modulator), (2) detector bandwidth and cooling
requirements in the case of IR detectors, (3) increased
laser beam divergence and possible need to increase laser
power versus increased cost of using active alignment of
a narrow laser beam, (4) cost of laser or LED system at
different wavelengths versus advantages of availability of
cheaper detector components versus penetration of beam
through fog or rain, and (5) eye safety versus laser beam
size versus divergence of beam and beam size at detector
telescope. As can be seen, there are a significant number
of engineering trade-offs that have to be made in any
FSO system. Although the above list of trade-offs seems
formidable, it is not really as bad as it first appears. This is
because there are many different ways to build a successful
FSO system for a specified operating condition. As such,
there is no “one” or ultimate maximized system, but rather
several that are sufficient to provide the communication
link required. The most basic, first-level trade-off studies
are often conducted to provide a high level of reliability
and link BER for the specified atmospheric conditions
and system environmental conditions. Then, within these
broad constraints, one finds that there are usually several
approaches that will meet the requirements.

11. FUTURE TECHNICAL AND INDUSTRY
CONSIDERATIONS

FSO is just starting to impact the Internet “last- mile”
interconnectivity problem. It is felt that it may offer the
unlimited bandwidth solution for this problem within
the metro urban core involving downtown building-to-
building communication, but may also be a major technol-
ogy for home-to-home and office-to-office connectivity. As
stated earlier, if the home/business last-mile connectivity
becomes the main technical driving force for communica-
tion, then the optimization of the technical specifications

for FSO may become more important than using laser
wavelengths and transceivers as part of the current
fiberoptic communication legacy. In that case, wavelength
issues and tradeoffs between long-range point-to-point ver-
sus short-range mesh-net connectivity will be addressed
and operational standards will be set by the industry. It
is common to hear that FSO solves a technical problem at
present, but that the industry does not yet recognize or
fully understand the potential that FSO offers. As such,
some of the current problems in the deployment of FSO is
in the industry perception and marketing of this technol-
ogy. FSO systems have now shown that they are reliable
(99.9% to0 99.999%) communication channels that have fast
bandwidth, are easy to set up, and provide cost-effective
solutions. The FSO community recognizes these concerns,
and has launched the Free Space Optics Alliance organi-
zation [51]. The FSO Alliance currently consists of about
25 companies, and has a mission to educate and promote
FSO technical information to the communication industry
as a whole and the print and journal media sector. It is
believed that through such industry wide education, that
industry standards and proper growth of FSO technology
will occur within the communication carrier industry.

It is believed by the author that FSO is on the verge of
changing the basic communication medium and technology
of the metro and last-mile network market. The challenges
and importance of setting standards for FSO are becoming
increasingly clear in order to help the field become a major
component in the whole communication network. It is
hoped that the reader has gained an appreciation of some
of the technical challenges and opportunities that FSO
offers in this regard.

Finally, the author would like to acknowledge several
helpful discussions and suggestions from Drs. Issac Kim,
David Rockwell, and John Schuster.
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ORTHOGONAL FREQUENCY-DIVISION
MULTIPLEXING

Leonarp J. CimiNI JR.
LARRY J. GREENSTEIN
AT&T Labs-Research
Middletown, New Jersey

1. INTRODUCTION

The permissible data rate of a digital communications
link is limited by the available bandwidth and also by
power and noise. The data rate can also be limited by
phenomena in the communications medium (channel)
between the transmitter and the receiver, especially by
intersymbol interference (ISI) caused by time dispersion
of the transmission medium, such as occurs on the
multipath radio channel and the frequency-selective
telephone channel.

As a general rule, the effects of ISI are small as long
as the time extent of the channel impulse response is
significantly shorter than the duration of a transmitted
symbol. This implies that the symbol rate transmitted
over a dispersive channel is practically limited by
the channel’s memory. However, mechanisms exist for
countering ISI and thus extending symbol rates. These
include receiver equalization, transmitter preequalization,
and some forms of radio diversity. All are aimed at
permitting the transmission of datastreams with symbol
periods comparable to, or even smaller than, the channel’s
memory.

An alternative approach employs multiple carriers.
In multicarrier transmission, the datastream to be
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transmitted is split into multiple parallel datastreams of
reduced rate, and each of them is transmitted on a separate
frequency (or subcarrier). Each subcarrier is modulated at
a rate so low (or, equivalently, has a symbol period so
long) that dispersion does not cause a problem. A given
subcarrier, with its associated data signal, constitutes a
subchannel. Ideally, the bandwidth of a subchannel would
be so narrow as to preclude any ISI. More realistically,
there will be reduced ISI on each subchannel, which can
be either tolerated or easily corrected. Since the system’s
data throughput is the sum of the throughputs of the
parallel subchannels, the data rate per subchannel is
only a fraction of that of a single-carrier system having
the same throughput. Thus we see that multicarrier
transmission permits high data rates while maintaining
symbol durations much longer than the channel’s memory.

At the same time, the subchannels must be spaced, and
spectrally shaped, to ensure that they do not interfere with
each other. Such precautions can limit spectral efficiency,
defined as the total bit rate divided by the total bandwidth.
Orthogonal frequency-division multiplexing (OFDM) [1-4]
is a special case of multicarrier transmission that permits
the subchannels to overlap in frequency without mutual
interference. In addition to improved spectral efficiency,
this technique exploits digital signal processing technology
to obtain a cost-effective means of implementation. Our
primary aim here is to detail the theory and practice of
this form of multicarrier transmission.

Before proceeding with the basics, we pause to note
the numerous communications systems, past and present,
that have used some form of multicarrier transmission.
The first systems using this technique were designed in
the late 1950s and early 1960s for military high-frequency
radio applications [5,6]. These included the Kineplex and
Kathryn systems. Since these early systems, multicarrier
transmission (and in particular OFDM) has been used
over many different communications media. Practical
interest has increased partly as a result of enabling
advances in signal processing and microelectronics, and
partly because of the demand for ever-higher data-rate
services over dispersive channels. Multicarrier modems
have been standardized in different parts of the world
for both wireline and wireless data applications, including
digital audio/video broadcasting (DAB/DVB) [7,8]; digital
transmission over copper wire, for example, digital
subscriber loops (DSLs) [9]; wireless local-area networks
(WLANSs) [10]; and have been proposed for mobile radio
applications [11].

2. BASIC CONCEPTS

2.1. Multicarrier Transmission

There are several techniques for realizing a multicar-
rier link. In the conceptually simplest approach, the total
signal frequency band is divided into N ideally nonover-
lapping (band-limited) frequency subchannels, employing
N independent transmitter—receiver pairs. A block dia-
gram description of how this can be done is given in
Fig. 1. In the transmitter (Fig. 1a), an input stream of
data, at rate R bits per second (bps), is divided into N



1868 ORTHOGONAL FREQUENCY-DIVISION MULTIPLEXING
a R/N bps ay(t
(a) PS T Fiter | o(t)
Data stream fo
Rate = R bps y
R/N bps ,F—l dy(t A To
L N channel

?

R/N bpS ,F—l dN_1(t)%

-

1

ilter
Iter

[ er |

fn-1

AYAYA

()

fO
A
cr':;r:el — =L .| Filter f, % dy(8) @_»
; .
: \

Figure 1. Multicarrier transmission system: (a)
multicarrier transmitter; (b)transmit spectrum;
(¢) multicarrier receiver.

parallel substreams, each at data rate R/N bps. (The data
values in the mainstream and the substreams are, in gen-
eral, complex, and the real and imaginary components
can be binary or multilevel.) Each substream is passed
through a baseband pulseshaping circuit (“filter”), where
we assume identical filters for all substreams. The kth
filter output (¢ =0,1,...,N — 1) is then upconverted by a
balanced mixer to frequency f;. The result is a subcarrier
with quadrature amplitude modulation (QAM). The N-
QAM signals are combined (frequency-multiplexed) and
sent over the channel. An example of the output signal
spectrum is given in Fig. 1b. In the receiver, Fig. 1c, a set
of bandpass filters centered on f;, £ =0,1,...,N —1, is
used to frequency-demultiplex the N subchannels, after
which each subchannel is downconverted to baseband by
a balanced mixer. Each substream is then applied to a
detector, and the output data values are sent on for pos-
sible further processing. The spectral guard bands shown
between subchannels in the figure are introduced so that
easily realizable filters can be used in the receiver.

While the advantages of multicarrier transmission in
terms of reduced sensitivity to dispersion are obvious,
there are two major disadvantages to this particular
realization. First, it is spectrally inefficient, since the
signals must be sufficiently spaced in frequency to
facilitate separation at the receiver. Second, a receiver
with a large bank of filters may be prohibitive in
terms of complexity and cost. The alternative approach
(OFDM), using overlapping subchannels (to improve the

dy_q(t
Fiter ] % "1 etector]——»
f

-1

spectral efficiency) and efficient digital signal processing
techniques (to reduce the complexity and cost), is described
next.

2.2. Basic OFDM

Orthogonal frequency-division multiplexing provides a
solution to the disadvantages of conventional multicarrier
transmission. In particular, a more efficient use of
bandwidth can be obtained if the spectra of the individual
subchannels are permitted to overlap, with specific
orthogonality constraints imposed to facilitate separation
of the subchannels at the receiver. Figure 2 shows the
spectra for the two alternative forms of multicarrier
transmission.

To analyze either form of multicarrier signal, we denote
the symbol rate of the original data sequence by f;, where
Ts = 1/f; is the original symbol period. After serial-to-
parallel conversion, there are N parallel data sequences,
each with symbol rate f;/N and symbol period T = NT.
Thus, each subchannel is tolerant of N times as much time
dispersion as would be the original datastream.

Now assume that, in a given symbol period [0, T, the N
subchannels carry data values Dg,Dq,...,Dy, ..., Dy 1.
We assume that D, is two-dimensional, that is,
D, = A, +jB, where A, and B, are real numbers rep-
resenting the in-phase and quadrature data components,
respectively. The set of discrete values possible for each
component depends solely on the chosen data constel-
lation, for example, A, = +1 and B; = £1 for four-level
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Figure 2. Transmit spectra of multicarrier and OFDM signals:
(a) multicarrier spectrum; (b) OFDM spectrum.

Frequency

quadrature amplitude modulation (4-QAM), also called
quadrature phase shift keying (QPSK). Finally, assume
initially that the data values are carried by rectangular
pulses, that is, that the kth subchannel data value is car-
ried by a pulse that is 1 on [0, 7] and 0 elsewhere. Then,
the multicarrier signal transmitted on the given symbol
interval can be represented as

N-1

s(t):Re{ZDkef‘"kf}, 0<¢<T @)

k=0

N-1
= Z[Ak coswpt — B sinawpt], 0<t<T (2)
k=0

where the subcarrier radian frequency is w, = 27f;, with
fr = fo + kEAf. The offset frequency, fy, could represent the
carrier frequency in a passband transmission system, such
as one using a wireless channel, or could be adjusted for
baseband transmission. Also, for baseband transmission,
the data could be chosen in a symmetric fashion to
guarantee a real output. This latter situation is discussed
in Section 2.4. The parameter Af represents the subcarrier
spacing, which we discuss next.

Cos wgt
g
By
Serial stream : %
4 Serial ;
Dy= A+ jBy to :ooen ot 3
f,= Sample rate cg?(/?e"riler " coswyat
=1/T,
An1 é
-9
—Sinwnqt  f = fo+ kAS
Af=1/T

T = Symbol period = NTg
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The structure in Fig. 3 represents a general form of
a multicarrier transmitter. For OFDM, the subchannels
are permitted to spectrally overlap. To enable separation
of these channels at the receiver, the data pulses for
every pair of subchannels must be mutually orthogonal.
For rectangular pulses, this can be achieved by relating
the subcarrier spacing and the symbol duration via
Af = 1/T. Under these conditions, a simple correlation for
each subchannel (i.e., multiplication by the appropriate
waveform followed by integration over the symbol period)
can separate out the subchannels. This receiver structure
is shown in Fig. 4.

The power spectral density of the transmitted OFDM
signal is the sum of the power spectral densities of
N separate QAM signals at N subcarrier frequencies
separated by the signaling rate. For rectangular symbol
pulses, the Fourier transform of the symbol in each
subchannel is a shifted version of sinx/x = sinc(x), with
nulls at the centers of the other subchannels. These
and other spectral properties of an OFDM signal with
rectangular symbol pulses are illustrated in Fig. 5.
The Fourier transform of a single pulse in a single
subchannel is shown in Fig. 5a; a set of Fourier transforms
corresponding to eight subchannels (N =8) is shown
in Fig. 5b, and the OFDM power spectral density is
shown in Fig. 5¢ for N = 64 and 256. (For convenience,
we display the out-of-band portion in each case as the
envelope of the actual lobe structure.) For large N,
the total power spectral density is essentially flat in
the bandwidth containing the subcarriers, and only the
subchannels near the band edge contribute to the out-
of-band power. Therefore, as the number of subcarriers
becomes large, the spectral compactness approaches that
of single-carrier modulation with rectangular bandpass
filtering.

We now express the above ideas mathematically. Using
the complex envelope of the transmitted signal, a single
OFDM symbol can be represented as

N-1 ] ¢
S@t) = ZDkdwkt x rect (T) 3)

k=0

channel

Figure 3. OFDM transmitter.
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where rect (x) is defined as having the value 1 on [0,1]
and 0 elsewhere. The Fourier transform of S(¢) is thus
given by

N-1 sinm (f_fk>
P() =T Dt & )
(f fk)
Af
If the data symbols are mutually independent (both

among symbols and among subchannels), the power
spectral density of the OFDM signal is |P(f)|2/T, where

the overbar denotes averaging over the data. This
formulation was used to obtain the results in Fig. 5c,
where f =0 corresponds to the center frequency of
the OFDM spectrum. Note that the sharpness of the
spectral falloff outside the main bandwidth increases
with N.

We now show the orthogonality of the N transmitted
pulses. Assuming, at this point, a perfect and noiseless
channel, we can also regard S(¢) in Eq. (3) as the received
signal. To detect the kth data value, Dy, S(¢) is multiplied
by e 7' and then integrated over [0, T]. The received data



symbols at the output of the kth correlator are

T
D, = / S(t)e 7/t dt
0

N-1 T
— Dl / ejZJTAf(l—k)t dt (5)
0

=0

For the case Af = 1/T, it is easily shown that

T
/ ARt gy — 51 — ) (6)

0

where we use the Kronecker delta functiog, Sl—-k)=1
when [ =% and 0 otherwise. Therefore, D, = D,, and,
so, even though the subchannels overlap, they can be
separated at the receiver with no interference among
subchannels; that is, the subchannels are orthogonal.

We note that deriving the multicarrier transmitted
signal from the data sequence, Eq. (5), and detecting
that sequence from the received signal, Eq. (6), involves
operations that resemble Fourier transforms. We will show
more formally that the orthogonality that arises from
setting Af = 1/T allows the use of the discrete Fourier
transform (DFT) at both ends and thus the use of very
efficient digital signal processing [12]. The combination of
orthogonal pulses and efficient DFT processing constitutes
the essence of OFDM. There are, of course, many details.
The most important of these have to do with practical
impairments in the transmission medium (notably, time
dispersion and time variations) and in the system
hardware (notably, frequency and timing errors in the
receiver and amplifier nonlinearities in the transmitter).
Discussions of basic implementation, channel and system
impairments, and their remedies occupy most of the
remaining sections.

2.3. DFT Implementation

We show here how the DFT and the inverse DFT (IDFT)
can be used to implement OFDM. In most cases, these
transforms can be done very efficiently by using the fast
Fourier transform (FFT) algorithm. In this discussion, the
number of subchannels and the FFT size are the same, N.
(Later, we show why the FFT size is generally greater.)
If N is a power of 2, the number of operations is on
the order of Nlog, N, as opposed to N? for conventional
DFTs, leading to substantial savings for large N. For
example, the number of FFT operations for N = 1024 is
about 10% as opposed to about 10 with conventional
processing, for a reduction of 100 to 1. Thus, completely
digital implementations can be built around special-
purpose hardware performing the FFT and its inverse
(IFFT), replacing the banks of oscillators, mixers, and
filters shown in Fig. 1.

Consider a discrete-time version of the complex
envelope of the transmitted OFDM symbol in Eq. (3).
Assuming fy = 0, without loss of generality, and sampling
at times t, = nTy, Eq. (3) becomes

N-1
S, =) Dy 0<n<N-1 %)
k=0
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With the imposed orthogonality condition, Af =1/T =
1/NT;, this becomes

N-1
S, =) D™ N 0<n<N-1 (8)
k=0

which is simply the IDFT of the input data sequence,
Dgy, Dy, ...,Dy_1. With N suitably chosen, the transmitted
signal samples can then be generated using the efficient
IFFT algorithm.

The receiver correlation operations can also be
performed in this fashion. Specifically, suppose that the
block of received signal samples, {S,}, is transformed in
the receiver using a DFT. This yields

1 N-1N-1
_ j2xn(l—k)/N
=y De
n=0 [=0
N-1 N-1

— l ZDZ Z o/2mnd—h) /N
N =0

=0
1 N-1
=5 2 DINs @~ k)
=0
=D,

Thus, the correlation operations can also be efficiently
implemented using the FFT algorithm.

We should mention at this point that there are
several alternative forms of OFDM, that is, orthogonality
can be achieved in various ways [13—15]. In particular,
several of the early forms of OFDM were based on
band-limited signaling, using specially designed pulses
or special signaling patterns to guarantee orthogonality.
Nevertheless, the form of OFDM described here is the
most popular and the one proposed or implemented for all
OFDM-based standards.

Finally, it is important to note how the sequence
of IDFT samples in the transmitter, {S,}, is converted
into a continuous analog signal for transmission over the
medium. The N samples, spaced in time by 1/NAf =T,
are passed through a digital-to-analog converter (DAC)
and then applied to a band-limiting filter. The spectrum
of a discrete-time waveform such as the S, sequence is
periodic, with period NAf. The purpose of the band-
limiting filter is to pass one such period (the primary
spectrum) and suppress all others. The burden on this
filter can be severe if the primary spectrum has significant
content at the band edges, as is generally the case (Fig. 5).
This situation is avoided, and the filtering problem eased,
by “padding” the original block of data values, {D;}, with
zeros before and/or after the actual data values; that
is, zero-valued subcarriers are added to the data-carrying
subcarriers. Thus, the band-limiting filter does not require
as sharp a cutoff characteristic. This padding creates
a difference between the number (N) of data-carrying
subcarriers and the total number (N') of subcarriers
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processed by the FFT. The FFT size, N’, can readily
be chosen to be a power of 2; we will assume hereafter
that this is the case, so that the central transmitter and
receiver processings are IFFTs and FFTs, respectively.
Note that the bandwidth to be transmitted is still NAf,
but the samples in time, S,, are now spaced by 1/N'Af
(oversampling) and the spectrum period is N'Af > NAf.

2.4. Baseband versus Passband Representations

For a given block of data values {D,}, the complex
envelope of the OFDM signal is S(¢#) in Eq. (5). For
passband transmissions (as, e.g., in wireless applications),
a stage of modulation is needed to convert S(¢) to a
real passband signal. For baseband transmission (as in
wireline applications like DSL), no modulation is needed
but S(¢) must be a real baseband signal. This can be done
by converting the N-symbol stream {D;} to a stream of 2N
symbols according to the following rule:

Re(Dy) k=0

' D, E=1,2....N—-1

Dy = Im@D,) k=N )
Diyy, k=N+1,...,2N-1

where x denotes complex conjugate. It is easy to show that
a DFT or an IDFT applied to this sequence will produce a
sequence of real numbers. This requires that DE) and D}V be
real, so these symbols are used in the above rule to carry
the real and imaginary parts of Dy. Note that all the data
are contained in the first N + 1 terms (D; through Dj).
The rest are used to ensure a real baseband signal at the
IDFT output in the transmitter.

Since the input to the IDFT in the baseband case has
twice as many samples, so must the output. For the same
OFDM symbol length, T, this means the samples of S(¢)
are now spaced by T/2N (not T/N), thus requiring a
baseband bandwidth of about 2N /T Hz. This is the same
as the bandwidth required for the passband case.

2.5. Guard Interval Considerations

Even with a large symbol duration, channel time
dispersion will cause consecutive symbols (also called
OFDM blocks) to overlap, resulting in some residual ISI
that could degrade performance. This residual ISI can be
eliminated, at the expense of spectral efficiency, by using
guard time intervals, between OFDM symbols, that are
at least as long as the maximum extent of the channel
impulse response. Samples of the received signal lying
in the guard interval are discarded in the receiver and
the demodulated OFDM symbol is generated from the
remaining N samples.

The guard interval could be filled at the transmitter
with null signal samples (zeros). However, in the case
where there is dispersion, the receiver FFT processing
will truncate the spread signal, so that each detected data
value, ﬁk, will consist of Dy, plus interchannel interference
(ICI) from the other data values.! In particular, if

LICI refers, generally, to the interference between subchannels
in the same symbol period. By contrast, ISI refers to interference

the signal has length NT; and the impulse response of
the channel is of length LT, the signal at the output of the
channel is the linear convolution of the channel and the
transmitted signal and is therefore of length (N + L)T;.
In the receiver, however, the FFT processes only N
samples; this is the truncation that causes ICI. Putting
it an alternative way, an FFT preserves orthogonality
between tones only when the convolution in time is a
cyclic convolution, rather than the linear convolution that
occurs in a real channel.

One widely used solution to this problem is to cyclically
extend the OFDM block by an amount longer than the
expected time extent of the channel impulse response [16].
Specifically, to create a periodic received signal for the FFT
to process (and thereby eliminate ICI), M’ time samples
are copied from the end of the original OFDM sequence
and appended as a prefix; and, M” time samples are
copied from the beginning of the original OFDM sequence
and appended as a suffix, where M = (M +M") > L.
In some systems only a prefix is used (M” =0) and
the processing window position is adjusted accordingly.
An example is shown in Fig. 6. At the receiver, the
samples of the cyclic extension are discarded before FFT
processing. Clearly, the need for a cyclic extension in time-
dispersive environments reduces the efficiency of OFDM
transmissions by a factor of N/(N + M). In most OFDM
designs, a guard interval of not more than 10% to 20% of
the symbol duration is employed.

2.6. Windowing

In some OFDM applications, compactness of the trans-
mitted spectrum is important. A case in point is wireless
systems, where spectrum is precious and multiple sys-
tems are closely spaced in frequency. The sharpness with
which the signal spectrum falls off outside the allocated
bandwidth is then of great interest.

In the OFDM systems described so far, a rectangular
symbol pulse has been assumed. In other words, all sam-
ples of the IFFT output and the cyclic extension (if used)

Original OFDM symbol
N samples

0 N-1 Time

|«—Original N samples —»|

S ,/ Time
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Figure 6. Cyclic extension.

between symbols in the same subchannel. Other causes of ICI,
besides the one cited above, are channel time variations, frequency
offset, and phase noise (Section 3).
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are unweighted, which corresponds to having a rectangu-
lar symbol pulse, at each tone, of length (N + M)T5. This is
depicted in Fig. 7a. The spectral properties of the rectan-
gular pulse shape (high sidelobes that decay slowly) lead
to poor out-of-band spectral falloff [see Fig. 5¢ for M = 0,
N <64or (M+N) <64].

A simple way to improve the spectrum is to increase
the periodic extension of {S,} even further and to taper
the additional extension. This is called windowing. An
example is shown in Fig. 7b. A commonly used shape is the
cosine rolloff function. Although the total symbol duration
is thus enlarged, the symbol spacing can be smaller than
this duration, because adjacent symbols can overlap in the
(unprocessed) rolloff region. This is shown in Fig. 7c.

To see the improvement possible with even a small
extension, note the power spectral density plots of Fig. 8
for N = 64 (M = 0 for these computations). The parameter
in the plots is the cosine rolloff factor, 8, and the fractional

Power spectral density (dB)

| | | | | | |
2 -15 - 0.5 0 0.5 1 1.5 2

Frequency/bandwidth

Figure 8. Power spectral density for windowed OFDM signal.

OFDM symbols.

increase in symbol spacing can be shown to be /(1 — B).
Thus, the curves show that an increase of only 3% in
symbol spacing can produce dramatic benefits in out-of-
band spectral falloff.

2.7. Coding

Because of the frequency-selective nature of the typical
wideband channel (which is the main motivation for using
OFDM), the OFDM subchannels generally have different
received powers. Variations in the channel gain with
frequency may cause some groups of received subcarriers
to be much weaker than others, or even completely lost.
Therefore, even though most subcarriers may be detected
without errors, overall performance will be dominated
by the performance of the few subcarriers with the
lowest SNR (signal-to-noise ratio). As a result, satisfactory
performance cannot be achieved without the addition of
some form of error correction coding. By using coding
across the subcarriers, errors in weak subcarriers can be
corrected, up to a limit that depends on the code and
the channel. Coding in OFDM systems has an additional
dimension: it can be implemented in both the time and
frequency domains, so that both dimensions can be utilized
to achieve immunity against channel variations.

2.8. A Sample Design

The processing steps discussed above are all reflected in
the simplified block diagrams of Fig. 9. We will present a

Cyclic ext. & To

—| Coding — IFFT [|—» windowing ~hannel

(b)

From Cyclic ext.&

A %t FFT | Decoding—>
channel windowing

Figure 9. OFDM transmitter and receiver: (a) OFDM transmit-
ter processing; (b) OFDM receiver processing.
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sample design here, highlighting the factors influencing
the choices of key parameters. It will be seen that
OFDM system design involves tradeoffs among various,
often conflicting, requirements. For example, to minimize
the effects of time dispersion, a long symbol duration
is required, meaning a large number of subchannels.
However, if the channel is time-varying, as in a mobile
radio environment, the variations during a long symbol
period could be significant, causing possible ICI. The
design parameters of interest are (1)the number of
subcarriers, N; (2) the size of the FFTs, N’; (3) the guard
time, T,; the OFDM symbol duration, T; and (4) the
subcarrier spacing, Af. These are influenced by the
assigned bandwidth, the desired bit rate, the time extent of
the channel impulse response, and the rate of the channel
time variations.

As an example, consider a wireless system that requires
a bit rate of 1.2 Mbps (megabits per second) in a bandwidth
of 800 kHz. Assume that the system must operate in
an environment with a channel delay span of 20 us,
corresponding to wide-area transmission. A guard time,
T,, of 40 ps should be more than enough to guarantee
that there is no ISI. (In this example, the guard time is
assumed to be sufficient to handle the channel dispersion
as well as any additional extension for windowing.) The
OFDM symbol duration, T, is then chosen large enough to
ensure that the efficiency loss due to the guard interval is
small and to guarantee that the subchannel bandwidth is
narrow enough to suffer only flat fading. In this case, we
consider an OFDM symbol interval 7" = T + T, = 200 ps.
This is five times the size of the guard interval, resulting
in a 20% guard time overhead. The subcarrier spacing is
then Af = 1/T = 6.25 kHz. At a carrier frequency of 2 GHz
and assuming a vehicle speed of no more than 100 km/h,
the maximum Doppler spread is about 200 Hz, which is
small enough compared to 6.25 kHz that ICI should be
acceptably small. This choice of spacing allows for at most
128 subchannels in the 800 kHz bandwidth. Assuming
QPSK modulation (i.e., 2 bits per symbol) and four guard
subchannels at either end of the OFDM spectrum (to
facilitate filtering), the resulting bit rate is

120 data subchannels x 2 bits per subchannel

R =
b 200 ps

= 1.2 Mbps

With a half-rate code, this results in an information rate of
600 kbps. Finally, as discussed in Section 2.3, zero-valued
subcarriers can be added to the data set {D,}, to facilitate
transmit filtering, so that the FFT size, N, is greater than
the number of subcarriers, N. A typical choice for this
design example might be N’ = 4N = 512.

3. CHANNEL AND SYSTEM IMPAIRMENTS

3.1. Introduction

Noise and the channel frequency (or impulse) response
largely determine the performance of an OFDM system.
In addition, several phenomena can significantly degrade
the performance. Time variations in the channel, as

well as frequency offset, phase noise, and timing errors,
can impair the orthogonality of the subchannels [17].
Also, the large amplitude fluctuations characteristic of
a multicarrier signal can be a serious problem when
transmitting through a nonlinearity, such as the transmit
power amplifier. We discuss all these issues here.

3.2. Noise and Interference

The ultimate limit on system performance, even without
other impairments, is the combination of thermal noise
and interference. In the case of OFDM, we can assume
that there are N independent subchannels, each with
its own signal-to-interference-plus-noise ratio (SINR). The
usual methods of analysis can be used to compute the
performance (bit error rate, block error rate, etc.) of each
subchannel as a function of SINR. Typical approaches
for maximizing the performance of a given subchannel
are power control and coding, as in other systems. The
difference in OFDM is that power control and coding can be
applied across subchannels as well as within subchannels.
In the case of an additive white Gaussian noise (AWGN)
channel (no frequency or time selectivity), all subchannels
have the same performance. Moreover, the total system
performance is identical to that of a single-carrier system
having the same modulation, bandwidth, and power.

3.3. Channel Time Dispersion

Channel time dispersion can produce deep fades at one
or more subchannel frequencies, causing performance
degradation. However, the problems of ISI and ICI due to
dispersion can be avoided using guard times and a cyclic
extension (see Section 2.5). To put this mathematically,
let the channel impulse response be expressed in discrete-
time form by the finite set {h;,0 <[ < L}, where T is
the spacing between samples and LT, is the maximum
delay. The channel response at the subcarrier frequency
fr =k/N is

2k L
=1 () = e (10
=0

Assuming that the channel is time-invariant, each h; is
constant. Given suitable choices for the length of the
OFDM symbol and the guard time, and the use of a cyclic
extension to avoid ICI, the demodulated sequence may be
expressed as

Xy = HyDy, +me (11)

where 7, is additive Gaussian noise in the kth subchannel.
Note that the noise components for different subcarriers
are generally uncorrelated, that is, E[n.n;] = o,fé(k —-0.

If the communication channel is time-invariant, its
effect on each subchannel is seen to be represented by
a single complex-valued coefficient. Therefore, correcting
for the channel response can be accomplished by following
the receiver FFT with a single complex gain adjustment
at each subcarrier frequency. Estimation to correct for
the channel is discussed in Section 4, along with the
possibility of matching (adapting) the transmitted signal
to the channel frequency response.



3.4. Channel Time Variations

Channel and system time variations over a symbol result
in spectral spreading of the individual subchannels, which
causes ICI. We now show this analytically for one type of
variation. Specifically, assume that the composite effect of
the channel and system time variations can be represented
as a multiplicative complex factor, so that the received
signal’s complex envelope is y(#)S(t). The factor y(¢)
could represent a frequency-independent gain variation,
as might be encountered in a narrowband mobile radio
channel. Let the nth received sample be R, = ¥,S,.. Then,
we find the kth data value at the receiver output is

N-1
=D,y + ZDzrsz (12)

=0
I#k

where the sequence {I';} is the DFT of the sequence
{vn}. If v, =1 for all n (a time-invariant channel), then
I, =6(—Fk) and ﬁk = D;; otherwise, there is ICI,
namely, a complex-weighted average of the other data
values. In addition, the desired signal term is attenuated
and rotated via the complex factor I'y. In a channel that is
both time-dispersive and time-varying, the mathematics
is more complicated, but the basic concept is the same.

3.5. Frequency Offset

Before an OFDM receiver can demodulate subcarriers,
it has to perform at least two synchronization tasks:
(1) it must locate the symbol boundaries and derive the
optimal timing instants, so as to minimize the effects of
ICI and ISI; and (2) it must estimate and correct for carrier
frequency errors due to frequency offset and phase noise.
We discuss these in the next three subsections, starting
with frequency offset. A number of techniques have been
devised for estimating and correcting timing and carrier
frequency errors at the OFDM receiver, and these are
discussed in Refs. 1 and 3.

The usual source of frequency offset in OFDM is a
static frequency recovery error in the receiver. To analyze
the impact, we can use Eq.(12), where y(¢) can now
be modeled simply as ¢?"" with §f representing the
difference between the transmitter and receiver carrier
frequencies. In this case, the received data symbol again
suffers from ICI, as in Eq. (12), with

. ( Sf)
sinm (| —;
[y = 7Afeiﬂ3f/Af (13)

()
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and

sinm (l k- ﬁ)
Af' ) mii—k-sf/a1 (14)

)

If the frequency error is a multiple, I, of the subcarrier
spacing, then the received subcarriers are shifted in
frequency by 8f = IAf. The subcarriers remain orthogonal
in this case (all still have an integer number of cycles
within the FFT processing window), but the recovered
data have the wrong index values. This can be seen from
Eqgs. (12)-(14);if §f = IAf, with I # 0, then I'y will be 0 and
so will every I';_, except for [ = k& + I. Thus, the detected
data for the kth subchannel will be Dk = Dy,;, meaning
that all data values are detected but are associated with
the wrong subchannels. In general, all offsets of magnitude
Af/2 or more will lead to subchannel ambiguity, where
the strongest component of D,, is that of a subchannel
other than the kth. The first task of receiver frequency
correction, then, is a coarse acquisition that brings §f
within the range £Af/2.

Assuming that §f lies within this range following initial
acquisition, the number of cycles within the processing
window will be a noninteger for all subchannels, and ICI
will result, [Eq. (14)]. (This is analogous to the ISI in a
single-carrier system caused by timing offset.) Also, the
desired component will be reduced in magnitude by a
factor sinc(8f/Af), as given by Eq. (13).

L=

3.6. Phase Noise

A problem related to frequency offset is phase noise: a
practical oscillator does not produce a carrier at exactly
one frequency, but rather a carrier that is phase modulated
by random noise. As a result, the receiver’s recovered
frequency, which is the time derivative of its phase, is
never perfectly constant. Thus, phase noise produces a
dynamic frequency error, whereas frequency offset is a
static one. The result, in both cases, is ICI. The problem
is more serious in OFDM than in a single-carrier system
because the subchannels are so close in frequency and, in
addition, their spectra overlap.

Although OFDM is more susceptible to phase noise and
frequency offset than are single-carrier systems, there are
techniques for keeping this degradation to a minimum.
First, phase noise in the local oscillator is common to
all subcarriers. If the oscillator linewidth (i.e., the spread
of the oscillator tone due to phase noise) is much smaller
than the OFDM symbol rate, which is usually the case, the
common phase error is strongly correlated from symbol to
symbol and from tone to tone; thus, tracking or differential
detection (Section 4.2) can be used to minimize its effects.
Second, the impact of phase noise grows monotonically
with the ratio of the linewidth to the subcarrier spacing.
Therefore, control of this ratio in choosing oscillators and
subcarrier spacings can control the ICI.

3.7. Timing Errors

To achieve time synchronization (as well as frequency
synchronization) with a minimum of processing at the



1876 ORTHOGONAL FREQUENCY-DIVISION MULTIPLEXING

receiver, and also a minimum of redundant information
added to the data signal, the synchronization process is
normally split into an acquisition phase and a tracking
phase. This is possible if the general characteristics of
the timing (and frequency) errors are known. In the
acquisition phase, an initial estimate of the errors is
acquired, perhaps using more complex algorithms and
more overhead; then, the follow-on tracking algorithms
only have to correct for small short-term deviations.

With respect to timing offsets, OFDM is relatively
robust; in fact, the symbol timing offset may vary over
an interval equal to the guard time without causing ISI
or ICI. This is because, for timing offsets smaller than
the guard interval, the impact is just a phase shift; that
is, for a timing offset §t, the received sample for the kth
subcarrier is .

Dy, = Dyt (15)

Thus, no ICI results; just a phase error which grows
with f,. If differential detection between tones is used,
the impact of the timing error can be controlled by
just ensuring that the root mean square (RMS) value
of §¢/T is sufficiently small, say, 0.01 or less. The precise
requirement depends on the modulation, the target bit
error rate, and other such factors. Of course, if ¢ exceeds
the guard time, the receiver’s FFT window spans samples
from two consecutive OFDM symbols and ISI occurs.

3.8. Transmitter Nonlinearities

An OFDM signal is the superposition of many modulated
subcarrier signals and thus may exhibit a high signal peak
relative to the average signal level. If the transmitter
processing is not linear over the full range of the
signal variation, nonlinear distortion will occur. This
is manifested in two ways: (1) in-band intermodulation
products, causing interference to each subchannel; and
(2) out-of-band spectral spreading, potentially causing
adjacent-channel interference (ACI) to other systems.
Avoiding these problems requires a degree of transmitter
linearity that can be costly.

One possible metric for characterizing signal peaking
is the ratio of the peak signal power to the average signal
power, or the peak-to-average power ratio (PAPR). This
quantity can be taken over an OFDM symbol, in which
case it varies from symbol to symbol, or over all time,
in which case it is a single number. Either way, this
metric must be used with care. The most extreme peaking
occurs when all of the subcarrier signals line up in their
peak amplitudes at the same time instant. It is easy
to show that, for N subcarriers having equal average
powers and using BPSK or QPSK (binary and quadrature
phase shift keying) modulation, the PAPR defined as
above (and taken over all time) is N. Thus, the PAPR
would be 12 dB for N = 16 and 21 dB for N = 128. It may
therefore seem that signal peaking progressively worse as
N increases. However, worst-case signal peaking becomes
less probable as N increases, so it is necessary to look
at peaking in a statistical way. For N sufficiently large,
the complex envelope converges to a complex Gaussian
process, meaning that the squared envelope approximates
an exponential variate. This approximation is used in
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Figure 10. Complementary cumulative distribution function of
PAPR of an OFDM signal.

Fig. 10, which shows the complementary cumulative
distribution function for the ratio of the instantaneous
power to the average power, taken over all time. If we
redefine PAPR as the value not exceeded more than
0.001% of the time, the proper value to use is about
10.6 dB. This result, which holds for all realistic N and
all modulations, is large enough to raise concerns about
transmitter nonlinearities.

To transmit signal peaks without major distortion, the
transmitter’s DAC must use a sufficient number of bits
to accommodate these peaks, which is a cost/technology
issue. More importantly, the power amplifier must remain
linear over an amplitude range that includes the peaks,
which leads to both high amplifier cost and high power
consumption (low power efficiency). Several techniques
have been proposed to mitigate the peaking problem,
and they divide basically into three categories: (1) signal
distortion techniques, which reduce the peak amplitudes
by nonlinearly distorting the OFDM signal at or around
the peaks. (e.g., clipping and filtering, peak windowing,
peak cancellation); (2) coding techniques, involving special
codes that exclude OFDM symbols with high peaking;
and (3) scrambling techniques, that is, scrambling each
OFDM symbol with different sequences and selecting the
one that gives the least peaking. Details and the relative
performances of these techniques can be found in Refs. 1,
2, 18, and 19.

4. OTHER MAJOR ISSUES

4.1. Introduction

We have seen that, to get the most value out of OFDM,
special techniques have been devised such as cyclic
extension and windowing. These relate primarily to how
the signal is prepared at the transmitter to be sent
over the channel. Equally important are methods of data
detection and channel estimation at the receiving end and
methods for adapting both transmission and reception to
the frequency selectivity of the channel so as to maximize
data efficiency. We explore these topics here.



4.2. Detection Techniques

In general, the data constellation of each subcarrier will
show a random phase shift and amplitude change. These
are caused by carrier frequency offset, timing recovery
offset, and the frequency selectivity of the channel, as
discussed in the previous section. To cope with these
unknown changes, two classes of detection techniques
exist. The first is coherent detection, using estimates
of the channel response to derive reference values for
the amplitude and phase correction for each subchannel.
Spectrally efficient use of this approach requires reliable
techniques for channel estimation that, at the same time,
do not require excessive overhead, as discussed in the next
section.

The second technique is differential detection, which
does not require absolute reference values but accounts
only for the phase and/or amplitude differences between
two data symbols. In OFDM, differential detection can be
done in the time domain or in the frequency domain.
In the first case, each subcarrier is compared with
the same subcarrier of the previous OFDM symbol; in
the second case, each subcarrier is compared with the
adjacent subcarrier within the same OFDM symbol. In
contrast to coherent detection, differential detection does
not require channel estimation, thereby saving complexity
and gaining overhead efficiency. The cost is a degraded
performance because of the noisy references that are
effectively being used.

If differential detection is used within each subchannel,
symbols must be highly correlated in time; performance
can thus degrade if the channel response has significant
time variation. Similarly, if differential detection is done
between subchannels, symbols must be highly correlated
in frequency; performance can thus degrade if the channel
response has significant frequency variation.

4.3. Channel Estimation and Correction for Coherent
Detection

In the #th OFDM subchannel, the data component appears
at the detector input with a complex amplitude scaling, H;,
plus Gaussian noise, 71z, as in Eq. (11). Coherent detection
of this sample amounts to comparing it against all points in
the data constellation and choosing the point closest to it.
To do this optimally, it is necessary to undo the amplitude
scaling |Hp| and the phase rotation Arg(H}). Doing this
individually for all frequency components of the FFT
output is called frequency-domain equalization; broadly
speaking, it consists of scaling each subchannel with a
complex multiplier 1/I:Ik, where ﬁk is an approximation
to H, ke

A conventional approach to implementing this equal-
ization is to initially estimate the subchannel gains (e.g.,
by transmitting a known modulated sequence in each sub-
channel) and to then handle time variations via either
periodic updates or decision-directed tracking. An alter-
native approach, ideally suited to OFDM, is pilot-aided
estimation. Pilots are unmodulated tones, lasting for one
or more symbols at a time, that are inserted by the trans-
mitter and processed by the receiver to estimate channel
gains. They can be distributed in time and frequency in
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Figure 11. Typical pilot pattern.

any number of ways, one example of which is shown in
Fig. 11. The two competing goals in placing pilots are that
they should occupy a small fraction of the time—frequency
slots, and their frequency of occurrence in each direction
should be high enough to adequately sample the channel.

Pilots are used for channel correction as follows. First,
the receiver estimates channel gains at all times and
frequencies where pilots have been transmitted. Then the
channel gains at all other time—frequency positions can be
estimated using two-dimensional interpolation filtering.
Equalization then consists of setting the scaling to 1/H,
for each data-carrying subchannel, where ﬁk is the gain
estimate or some modification to account for additive noise.

To accurately interpolate the channel estimates from
the available pilots, the pilot spacing in each dimen-
sion must satisfy the Nyquist sampling theorem. This
means that there exist both a minimum necessary sub-
carrier spacing and a minimum necessary symbol spacing
between pilots. To determine these spacings, two quanti-
ties must be known or estimated, namely, the double-sided
bandwidth, B.x, of the channel gain’s time variations;
and the full time extent, 7.y, of the channel’s impulse
response. The requirements for the pilot spacings in time
and frequency, At, and Af,, are then Af, < 1/Bn.x and
Afy < 1/Tmax. In order to get a degree of noise reduction by
filtering, the pilot symbol spacing should be smaller than
half these values (oversampling) but not so small that the
fraction of pilots is excessive.

Many solutions based on both pilot-aided estimation
and decision-directed scaling are described in the refer-
ences (e.g., see Refs. 1 and 3). The proper choice among
pilots, training sequences, and decision-directed tracking,
and the “best” design of whichever methods are used,
depend on such factors as channel variability, type of traf-
fic (e.g., continuous voice, packet data), and performance
and cost objectives. For example, in the case of high-speed
packet transmission to low-mobility users, as in wireless
LAN applications, the most appropriate approach seems to
be the use of a preamble consisting of one or more known
OFDM symbols. The choice of the number of training
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symbols is a tradeoff between short training time (better
spectral efficiency) and good estimation performance.

4.4. Adaptive Loading

The frequency selectivity of an OFDM channel provides
both challenges and opportunities. One way to address
the problem of weak subchannels is to code across tones
(thereby exploiting the frequency selectivity that causes
the problem), as noted in Section 2.7. Another is to
adaptively turn off weak subchannels, that is, to send
no data at frequencies where the received SNR is below
some threshold. To better exploit frequency selectivity and
realize a spectral efficiency benefit, the data constellation
used in each subchannel can be adaptively sized to its
SNR [20]. This process, called adaptive loading, recognizes
the fact that, in media where some subchannels are weaker
than average, others are stronger. Thus, for example,
each subchannel could use QPSK, 16-QAM, or 64-QAM
(equivalently, 2, 4, or 6 bits per symbol), depending on
the frequency response (gain) for that subchannel. This
optimum form of OFDM is used for DSL applications
and is called discrete multitone (DMT) [21]. A sample
variation of the channel frequency response across the
OFDM subchannels is illustrated in Fig. 12.

For the case of fixed transmit power, P, in each
subchannel, the SNR in the kth subchannel would be

P
SNR);, = W|Hk|2 (16)

where N is the noise power density at the receiver input.
Assume that SNR is accurately measured in the receiver
for every subchannel and communicated to the transmitter
over a feedback channel. For a specified bit error rate,
each such measurement can be used to select a data
constellation size; specifically, the bits per symbol for the
kth subchannel can be matched to the subchannel gain,
|H.|%. To be effective, this approach requires an accurate
SNR measurement in the receiver, a reliable feedback
channel to the transmitter, and a means for changing
constellations at the transmitter and efficiently notifying
the receiver. If the same carrier frequency is used for both
transmit and receive, as in Time-Division Duplexing, the
over-the-air feedback channels is not required.

An additional degree of freedom is power control, that
is, adaptively changing the transmit power, Py, in the kth
subchannel in accordance with its gain, subject to a total
power constraint. If the power and constellation size are
jointly distributed among subchannels in the most optimal
way, the overall spectral efficiency of OFDM matches that

OFDM subchannels
456 7 89 101112

2 3
N NS

N/

Figure 12. A channel response that justifies adaptive loading.

Frequency

of a single-carrier system with ideal decision feedback
equalization [22].

5. CONCLUSION

OFDM is a very attractive technique for high-bit-rate data
transmission over a dispersive communication channel.
However, to realize an OFDM system, many practical
issues must be addressed, including high signal peaks,
frequency offset, timing mismatch, and channel variation.
Promising solutions have been devised for all these
problems, but most solutions contribute to a “nibbling
away” of the spectral efficiency. Even so, OFDM can
attain the same spectral efficiency as an equalized single-
carrier system and has the virtue of flexibility and a
processing complexity that grows gracefully with channel
dispersion.

Multicarrier modulation has been used in modems
for both radio and telephone channels, as well as for
digital audio and video broadcasting. The digital audio
broadcasting (DAB) standard was, in fact, the first OFDM-
based standard. The main reasons to choose OFDM
for this system, which also applies to digital video
broadcasting (DVB), are the possibility to provide a
single frequency network and the efficient handling of
multipath delay spread. A particularly suitable application
of multicarrier modulation is in digital transmission
over copper wire subscriber loops, as exemplified in
high-speed digital subscriber loop (DSL) systems. In
addition, the major high-bit-rate wireless LAN standards
(IEEE 802.11a, HIPERLAN/2, and MMAC) use OFDM
to overcome the bit-rate limitations caused by delay
spread.

While much effort on OFDM is focused on critical
implementation issues, there is also research on new
variations and applications. Examples include orthogonal
frequency-division multiple access (OFDMA); OFDM
combined with code-division multiple access (CDMA);
and OFDM combined with multiple-input / multiple-output
(MIMO) antenna techniques. In OFDMA, multiple access
is realized by providing each user with a fraction
of the total number of subcarriers [23]. It is similar
to conventional FDMA, except that it avoids the
usual guard bands and exploits the power of FFT
processing. OFDM-CDMA techniques (of which there are
several variants) provide alternative ways to achieve
multiple access while still combating frequency selectivity
with moderate processing complexity [24]. OFDM-MIMO
techniques exploit the power of array processing to
increase wireless system capacity [25]. In all these
applications, the need for time-domain equalization or
RAKE reception is avoided because of the use by OFDM
of narrow subchannels. Thus, powerful signal processing
techniques like the FFT and adaptive arrays can be used
instead to achieve high levels of performance.
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1. INTRODUCTION

Orthogonality of carriers has been widely utilized in
communications as the way to share available common
resources by multiple users [1-3]. The most popular
multiuser communication systems use one of the three
modulation techniques. Namely, the frequency division
multiple access (FDMA), the time division multiple access
(TDMA), and code division multiple access (CDMA).
The orthogonality of the user signature functions or
carriers in a multiuser communication scenario is the
underlying feature. The basic difference between these
modulation techniques comes from the domain where
the orthogonality conditions of the carrier functions are
emphasized. In other words, an FDMA system aims
to minimize the interaction of its multiple carriers in
the frequency domain. Similarly, a TDMA system tries
to reduce the time domain overlaps or correlations
of its carrier or modulation functions. In contrast, a
CDMA system prefers maximized overlaps of its signature
functions both in the time and frequency domains while
keeping their orthogonality features as the most vital
requirement.

The fundamentals of signal and transform theories help
us to better understand the multiple user or multicarrier
communication systems where the time-frequency and
orthogonality properties of the carrier functions are the
defining issues. Therefore, we will briefly describe them in
the following section.

2. MATHEMATICAL PRELIMINARIES

2.1. Time-Frequency Measures for a Discrete-Time
Function

The time and frequency domain energy spread of a function
has been a classical topic in signal processing field. The
celebrated “uncertainty principle” states that no function
can be concentrated simultaneously in both the time
and frequency domains [4]. The time domain spread of
a discrete-time function {h¢(n)} is defined as [5],

o % ;(n — )2 |ho(n)|? 1

The energy E and time center 7z of the function {h¢(n)} are
expressed as

1 T .
E=Y it =5 [ H@dw, @)

¥4

1
n=z Z lho(n)|? 3

where its Fourier transform is given as

Hy@") =) ho(m)e " )

Similarly, we define the frequency domain spread of a
discrete-time function with w = 0 as follows

1 ™ .
2 _ _ = _m\2 w12
% =55 K”(w w)% | Ho(&™)|2dw (5)
where its center in the frequency domain is given as
. / Hoy(e")*d 6
w=gg | wHE ) dw

Figure 1 illustrates time-frequency properties of a
discrete-time function {hq(n)} using spreading measures
defined above. This representation is also called time-
frequency tile of a function. The shape and location of the
tile can be defined by properly designing the time and fre-
quency features of the function under construction. This
interpretation of functions can be further extended in the
case of orthogonal basis design. In addition to shaping
time-frequency tiles, the orthogonality requirements are
also imposed on the basis functions.

For any real signal with w =0 and 7 =0 the lower
bound for the product of time-frequency spread o0, is
given as [6]

on = 1M ™
where o )

Ho(€) ]

= Fo (€)]

Similar time-frequency spreading measures for band-pass
signals with peak frequency responses w # 0 are also
introduced in Ref. 6.

2.2. Orthogonal Function Sets

2.2.1. Orthogonal Block Transforms. Orthogonal block
transforms like discrete Fourier transform (DFT) and
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Figure 1. Time-frequency plane illustrating time-frequency
properties of discrete time function {ho(n)}.



ORTHOGONAL TRANSMULTIPLEXERS: A TIME-FREQUENCY PERSPECTIVE 1881

discrete cosine transform (DCT) have been widely used in
many engineering applications. The basis of an orthogonal
block transform consists of functions {h;(n)} with the
orthogonality property as

N
> e (hun) = 8,y ©)

n=1

where §,_; is the Kronecker delta sequence given as

1, k-1=0
Se-1 = { 0, otherwise. (10)

Note that the length of basis functions and number of
functions in the set are the same in block transforms.
Therefore, the main emphasis in block transforms
has been the orthogonality requirements along with
implementation efficiency since there is not much freedom
in the design to adjust the time and frequency properties
of the functions in the set.

Figure 2 displays DCT basis functions in the time and
frequency domains for N = 8. Due to the short time
durations of these functions it is observed that their
frequency selectivity is somehow limited and they overlap
significantly. They perform like a filter bank with poor
frequency selectivity. The time-frequency measures of
these functions are presented in Table 1.

The only way to improve the frequency localizations of
orthogonal basis functions is to increase their durations
in the time domain. Due to the time-frequency duality
property of functions, the localization of a function in one
domain can be improved at the expense of its localization
in the other domain. This property paved the way for filter
banks and subband transforms that we introduce in the
next section.

One can use orthogonal transforms for analysis of
a given function or signal through an operation called
forward transform. Let real orthonormal sequences {A,(n)}
be the rows of a transformation matrix, H(r, n),

H=[H(r,n)], rn=1...,N (1)
Orthonormality of the matrix H assures that its inverse
matrix

H'=HT (12)

where T indicates a matrix transpose. Hence,
HH" =1 (13)
where I is an N x N identity matrix.
The forward transform of an input vector x of size N is
written in a matrix notation as
0 = Hx (14)
where 6 is the transform coefficient vector of size N.
Therefore, x can be perfectly reconstructed through the

inverse transform operation as

x=HTo (15)
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Figure 2. DCT basis functions in time and frequency domains
for N = 8.

This defines a pair of forward/inverse transform operators
where the input x is mapped onto the transform space
as vector 6 and perfectly recovered from 6 through the
inverse transform operator.

In contrast, one could synthesize the signal vector x
by transforming the given input signal 6 onto the inverse
transform space as

x=H"6 (16)
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Table 1. Time-Frequency
Localization of DCT for N =8

2 2

w n [opmt o, OwOn
0 3.5 0.3447 5.25 1.3452
0.74 3.5 0.3021 8.4054 1.5935
1.02 35 0.2413 59572 1.1989
136 3.5 0.1957 54736 1.0350
1.71 35 0.1488 5.25 0.8839
2.08 3.5 0.1206 5.0263 0.7786
245 3.5 0.0797 4.5428 0.6017
b4 3.6 0.1388 2.0955 0.5393

where HT is the inverse transform matrix. It is a
straightforward operation to perfectly reconstruct 6 from
x through a forward transform operation on x as

6 = Hx (17

This is a sequence of inverse/forward transform opera-
tors that serves as the foundation for orthogonal trans-
multiplexers in multiple access communications. Fourier
transform basis has been widely used in telecommunica-
tion applications for many decades utilizing the concept

of transmultiplexers. As mentioned earlier, the frequency
selectivity of these carrier functions, DFT basis, are not
very good although their implementation in a real-time
transmultiplexer structure is efficient. Therefore, they
have been quite popular [7].

2.2.2. M-Band Filter Banks with Perfect Reconstruc-
tion. A maximally decimated M-band finite impulse
response (FIR) perfect reconstruction quadrature mirror
filter (PR-QMF) bank analysis/synthesis configuration is
displayed in Fig. 3a. The output of this filter bank is the
delayed version of its input as

y(n) =x(n — nop) (18)

where ny is a delay constant. In a paraunitary filter bank
solution, the synthesis and analysis filters are related as

&m) =h(p—n) (19)

where p is a time delay. Hence, the PR-QMF conditions
can be imposed on the analysis filters in the time domain

(a)
Hy(2) 64(2) ‘M V4(2) ?M Fi(2) Gi(2) Yi(2)
Hy(2) 05(2) ‘M Vi(2) ?M Fy(2) Ga(2) Yo(2)
X(2) Y(z)
Hiy(2) m(2) ‘M Vu(2) ?M Fu(z) Gu(2) Yu(2)

(b) X,(2) ?M Fi(2) 6(2)
1

Xy(2) ?M Fx(2) Gr(2)

Xu(2) ?M Fu(2) Gy(2)

Hy(2) 04(2) ‘M Xi(2)
6 X

Hy(2) (2) ‘ M _>2(Z)

Hy(2) u(2) ‘M _i(M(Z)

Figure 3. (a) Maximally decimated M-band FIR PR-QMF bank structure (analysis/synthesis
filter bank configuration). (b) M-band Transmultiplexer structure (synthesis/analysis filterbank

structure).
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as [6]

> hh(n+Ml)=50).r=1.....M (20
> he()hy(n + Ml) =0, for alll (21)

Analysis/synthesis filter bank configurations are widely
used in image or video processing, speech or audio
processing, interference cancellation, and other applica-
tions [8-9].

In contrast, Fig. 3b depicts a synthesis/analysis filter
bank where there are M inputs and M outputs
of the system. It is shown that if the synthesis
{g-(n)} and analysis {h,.(n)} filters satisfy the PR-QMF
conditions of Egs. (19)—(21), synthesis/analysis filter bank
configuration gives equal input and output for its all
branches as

xn)=x.n—ng) r=1,....M (22)

where ny is a time delay. The synthesis/analysis PR-
QMF bank with equal inputs and outputs at all
branches has been used as orthogonal transmultiplexers in
communications applications for single user and multiuser
scenarios [6,10].

3. COMMUNICATION APPLICATIONS OF
ORTHOGONAL TRANSMULTIPLEXERS

The unified framework for orthogonal transmultiplexers
along with time-frequency tools allowing some design flex-
ibilities for the application at hand was given in the
previous sections of the article. The main engineering
challenge in this context is to design the most suitable
transform basis {h,.(n)} for a given application. Applica-
tions using orthogonal multiplexers vary from single-user
communication scenarios to multiuser communication sys-
tems. These applications might require to utilize frequency
localized or time-localized orthogonal carriers depending
on the system requirements including channel properties.
The orthogonal block transforms like DFT has been widely
used in a synthesis/analysis filter bank configuration
(inverse/forward block transform sequence of operators)
as a transmultiplexer in multicarrier (single and mul-
tiuser) communication systems. Although the frequency
selectivity of DFT basis functions is not very good, except
at the bin frequencies of the orthogonal carrier functions,
the ease of its implementation has been very attractive for
real-time applications.

An examination of M-band orthogonal transmultiplexer
structure displayed in Fig. 3b helps us to interconnect
time-frequency properties of carrier (modulation) basis
with the type of communication system under consider-
ation. The most popular types are FDMA, TDMA, and
CDMA. We discuss these orthogonal modulation types
further from a time-frequency perspective in the following
sections.

3.1. FDMA

Figure 4a displays an ideal filter bank that consists of
brick-wall frequency functions without any interbrand

energy leakage. The frequency localizations of these
orthogonal carriers are perfect although their time-
localization is extremely poor. Since they are noncausal
functions with infinite time durations they are not
implementable. In practice, finite length (FIR) orthogonal
carriers are used. Therefore, interbrand (cross-carrier)
energy leakage (interference) is of a great concern in
communication applications. As mentioned earlier, DFT
basis has been used in many applications including the
popular digital subscriber line (DSL) communications. The
other applications like digital audio broadcasting (DAB)
and low probability of intercept (LPI) communication
also employ orthogonal transmultiplexers with properly
selected filter banks or carrier basis [8,9].

3.2. TDMA

Similarly, Fig. 4b displays the ideal orthogonal carriers
(basis functions) for a TDMA configuration. Note that each
carrier is a unit sample function in the time domain with a
perfectlocalization. In contrast, those functions completely
overlap in the frequency domain. In this case, a perfect
orthogonality is imposed in the time domain. Practical
TDMA systems use nonideal time pulses or symbols where
intercarrier energy leakage (interference) is inevitable.

3.3. CDMA

CDMA is a marked departure from the traditional
FDMA and TDMA systems where the spreading of
orthogonal carrier functions (signatures) in both domains
(time and frequency) is aimed. Note that the orthogonal
transmultiplexer configuration of Fig. 3b is still applicable
even for the CDMA systems. The optimal code design
problem for CDMA can also be handled by the PR-
QMF requirements of Eqgs. (19)—(21) with the addition of
maximizing the joint time-frequency spread, o,0,, of the
codes in the design. Figure 5 displays frequency spectra
of a 32-length spread spectrum PR-QMF along with 31-
length Gold Codes. It is observed from this figure that the
functions used in orthogonal transmultiplexers for CDMA
are not selective in either domain. Although filter banks
have been mostly used for spectral analysis/synthesis
problems the underlying theory is also applicable for any
time-frequency shaped function sets.

4. CONCLUSIONS

The synthesis/analysis configurations of filter banks
(transmultiplexers) have been widely employed in many
popular communications applications. Conversely, the
time-frequency shaping of orthogonal functions has been
well tied to the optimal filter bank design in the signal
processing literature. We highlighted those developments
in the context of orthogonal transmultiplexers that
serve as the foundation in single and multiple user
communication systems.
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1. INTRODUCTION

The effectiveness of a receiver designed for a rapidly chang-
ing multiple-access (multiuser) communications envi-
ronment depends on the following design attributes:
(1) system adaptivity under limited data support,
(2) multiple-access-interference resistance, and (3)low
computational complexity. Short-data-record adaptive
designs appear as the natural next step for a matured
discipline that has extensively addressed the other two
design objectives, 2 and 3, in ideal setups (perfectly known
or asymptotically estimated statistical properties). System
adaptivity based on short data records is necessary for the
development of practical adaptive receivers that exhibit
superior signal-to-interference-plus-noise ratio (SINR) or
bit error rate (BER) performance when they operate in
rapidly changing communications environments that limit
substantially the input data support available for adapta-
tion and redesign.

In modern packet data transmission systems where
the basic information flow unit is the packet (a group
of bits that includes the actual information bits as well
as other coding and network control bits), the main
measure of link quality is the throughput (either packet
throughput or information throughput) that which is
directly related to the packet error rate (PER). Real-time
voice communications impose stringent delay constraints
and require a guaranteed upper bound on PER of
about 1072, On the other hand, data packets can
tolerate reasonable delays but may require a lower
PER bound [1,2]. Packet throughput improvements can
be achieved as a result of BER improvements. On the
other hand, BER improvements can be achieved by
means of advanced receiver designs that exploit both the
characteristics of the transmitted signal and the current
state of the environment (these “raw” BER values can
be further improved through channel coding (forward
error correction)). In dynamic environments, adaptive
receiver designs can react to variations as opposed to static
receivers that remain unchanged regardless of the changes
in the environment. Inherently, a major consideration in
the design of successful adaptive receivers is the fact that
their adaptation rate must be commensurate to the rate of
change of the environment.

An example of a system that can benefit from
modern advanced adaptive receiver technology is the
direct-sequence code-division multiple-access (DSCDMA)
radiofrequency (RF) system. In such a system, the trans-
mitted signal is a spread-spectrum (SS) signal obtained
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by multiplying each information bit by a unique code
(or signature) waveform dedicated to each user. The SS
characteristics of the transmitted signal allow intelligent
temporal (code) processing at the receiver (unmasking
of the signature). During RF transmission, the signal in
general undergoes a process known as multipath-fading
dictated by the physical characteristics of the communica-
tion channel. As a result, the received signal consists of
multiple faded and delayed copies of the transmitted sig-
nal. At the receiver, the multiple copies, instead of being
discarded as interference, can be processed in an advanta-
geous manner (a procedure known as RAKE processing).
Further performance improvements can be obtained by
exploiting the spatial characteristics of the transmit-
ted signal; such processing requires that antenna-array
(“smart antenna”) technology is employed at the receiver.
DSCDMA systems equipped with antenna arrays offer the
opportunity for jointly effective spatial (array) and tempo-
ral (code) noise suppression. Primary noise sources include
additive white Gaussian noise (AWGN) usually due to the
receiver front-end electronics as well as interference from
other users who transmit similar signals at the same
time and in the same frequency spectrum [CDMA systems
allow such channel accessing as opposed to time-division
multiple-access (TDMA) or frequency-division multiple-
access (FDMA) systems]. This general DSCDMA signal
model example will be revisited many times throughout
our discussion, and a complete adaptive antenna-array
DSCDMA receiver will be developed as an illustration.
Returning to the main topic of our discussion, an adap-
tive receiver consists of a set of building blocks that are
a reevaluated (or estimated) every time there is a sig-
nificant change in the statistics of the environment. The
design of each building block is initially formulated math-
ematically as a solution to an optimization problem under
the assumption that all statistical quantities are perfectly
known. This is known as the ideal or optimum solution.
Then, the statistical quantities that are present in the opti-
mum solution are substituted by corresponding estimates
that are based on the actual received data (observations).
This is known as an estimate of the optimum solution. It
is the latter estimates that need to be adapted according
to the changes of the environment, justifying this way
the term “adaptive receiver.” For example, a popular class
of DSCDMA receivers utilizes minimum mean-square-
error (MMSE) linear (discrete-time) filters as a means to
suppress multiple-access interference (MAI) and AWGN.
In other words, the receiver consists of a linear filter that
operates on a discrete sequence of spacetime (ST) received
signal samples and the optimum filter solution is found
by minimizing the mean-square error between the output
of the linear filter and a pilot information bit sequence.
Several adaptive MMSE filtering algorithms are known
and include the sample matrix inversion (SMI), the least-
mean-square (LMS) and the recursive-least-square (RLS)
algorithms, which will be discussed in detail in subsequent
sections. As a general comment, these algorithms/adaptive
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filters outperform significantly the popular static ST
RAKE filter when a sufficiently large number of data
is made available to them [4—-9]. Unfortunately, the time-
varying nature of the channel frequently necessitates fast
(short-data-record) adaptive ST optimization through the
use of small input data sets that can “catch up” with the
channel variations.

To motivate the developments presented in this article,
let us consider a DSCDMA system with 5-element
antenna-array reception, system processing gain 64, and,
say, 3 resolvable multipaths for the user signal of interest
(usually the number of resolvable multipaths is between
2 and 4 including the direct path if any [10]). For such
a system, we will see later that jointly optimal S-T
processing at the receiver under the MMSE criterion
requires processing in the 5(64 + 3 — 1) = 330 space-time
product space. That is, filter optimization needs to be
carried out in the complex C3%° vector space. We know
that adaptive SMI implementations of the MMSE filter
solution require data samples many times the space-
time product to approach the performance characteristics
of their ideal counterpart (RLS/LMS implementations
behave similarly) [11,12]. In fact, theoretically, system
optimization with data samples less than the spacetime
product may not even be possible, as we will explain later
in our discussion. With CDMA chip rates at 1.25 MHz [10],
processing gain 64, and typical fading rates of >70 Hz
for vehicle mobiles [13], the fading channel fluctuates
decisively at least every 280 data symbols. In this context,
conventional SMI/RLS/LMS adaptive filter optimization
in the C33° vector space becomes an unrealistic objective.

The goal of our presentation is to first introduce and
then elaborate on the underlying principles of short-data-
record adaptive filter estimation. Through illustrative
examples from the mobile communications literature,
we will observe that short-data-record (e.g., packet-rate)
filter estimation results in improved channel BER, which
translates to higher packet success probability and higher
user capacity for a given PER upper bound quality-of-
service (QoS) constraint. This ensures an improvement
in terms of packet throughput and delay characteristics
of a network system that satisfies the QoS constraint.
Additional performance improvements can and must be
pursued through synergistic use of channel coding (FEC).

While our target applications are all time-critical
communications problems, the theoretical developments
that will be presented herein may touch many aspects of
multidisciplinary engineering that are hampered by the
“curse of dimensionality” and could benefit from adaptive
filtering and/or adaptive system optimization through
limited input data.

2. BASIC SIGNAL MODEL

For illustration purposes, we consider throughout
this presentation a multiuser communications sys-
tem where binary antipodal information symbols from
userQ, userl,...,user @ —1 are transmitted at a rate
1/T by modulating (being multiplied by) a signal wave-
form d,(¢) of duration T, ¢ =0, ..., Q — 1, that uniquely
identifies each user and is assumed to be approximately

band-limited or have negligible frequency components out-
side a certain bandwidth. If H; (H) denotes the hypothesis
that the information bit b9 = +1 (by = —1) of the user of
interest, say, user 0, is transmitted during a certain bit
period T, then the corresponding equivalent lowpass com-
posite received waveform over the bit interval T' may be
expressed in general as

Hy:x(t) = (+1)v/Eouo(t) + 2() and
Ho:x(t) = (~1)vEovo(®) + 2(),

With respect to the user of interest, user 0, E;
denotes transmitted energy per bit, vo(¢) represents the
channel processed version of the original waveform dy(¢)
[w.l.o.g. the signal waveform dy(t) is assumed to be
normalized to unit energy over the bit period 7, and
z(t) identifies comprehensively the channel disturbance
and includes one, some, or all of the following forms of
interference: (1) MAI, (2) intersymbol interference (ISI),
and (3) additive Gaussian or non-Gaussian noise.

The continuous-time waveform x(¢) is “appropriately”
sampled and the discrete samples are grouped to form
vectors of “appropriate” length P (both the sampling
method and the length value P are pertinent to the
specifics of the application under consideration). Let x
denote such a discrete-time complex, in general, received
signal vector in C”:

D
0<t<T

Hi:x=+Eyvog+2z and
(2
Hy:x = —Eyvy + z,

X, vo, ze CP

where P identifies the dimension of the discrete-time
complex observation space, vy is the signal vector that
corresponds to vo(¢), and z denotes the discrete-time
comprehensive disturbance vector [14]. Our objective is
to detect by (i.e., to decide in favor of H; or Hy) by means
of a linear filter w as follows:

bo = sgn(Re{w''x}) 3)

where sgn(-) is the =1 hard-limiter, Re{-} extracts
the real part of a complex number, and (-)¥ denotes
the Hermitian operation. In other words, we fix the
structure of the receiver to that given by Fig. 1. Our
discussion will be focused on the design of the linear
filter w according to the MMSE or minimum-variance
distortionless response (MVDR) optimization criteria we
present in the section that follows.

The specific illustrative example of a multipath
fading AWGN DS-CDMA packet data communication
link with narrowband linear antenna-array reception
that we considered earlier, is certainly covered by the
above general basic signal model. The transmitted signal
waveform of a particular user is obtained as follows. The
user is assigned a unique binary antipodal signature (code)

r(f) Sampling/ |r | Linear filter |wHr

| b
>
discretization w Re{} 20

Figure 1. General receiver structure for the (one-shot) detection
of binary antipodal information symbols of the user of interest.
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sequence, that is a sequence with elements +1 or —1 of
length L (L is also called system processing gain). The
bits of the user code multiply a basic signal pulse (e.g.,
square pulse or raised cosine) of duration 7., known as
chip. This way we obtain the signature waveform d,(¢) of
duration T = LT.. The transmitted signal waveform that
corresponds to a single information bit is the product of
the information bit itself and the signature waveform. The
corresponding received waveform is the convolution of the
transmitted waveform and the impulse response of the
multipath fading channel (when the latter is modeled as a
linear filter) and is assumed to be band-limited by the chip
rate. Discretization of the continuous received waveform at
each antenna element of the array can be achieved by chip-
matched filtering of the received waveform and sampling
at the chip rate (or by lowpass filtering, commensurate
Nyquist sampling, and chip-rate accumulation) over the
multipath-extended symbol period. The discrete vector
outputs from all antenna elements are stacked together
(one on top of the other) to create a supervector known as
the spacetime (ST) received vector. In this way the data are
prepared for processing by the linear filter w, extraction of
the real part of the filter output and finally sign detection
as shown in Fig. 1, a process termed “one shot” detection:
detection on a symbol-by-symbol (information bit) basis, as
opposed to simultaneous detection of all information bits of
the user of interest. If M is the number of antenna elements
of the array, L is the length of the signature (code) vector,
and N is the number of resolvable multipaths (w.l.o.g.
we assume that N is the same for all users) then the
discretetime, ST complex received vector x is of dimension
ML+ N — 1); where L + N — 1 is exactly the length of
what we referred to earlier as the multipath-extended
symbol period. “Inside” x in (2), vy corresponds to the
channel-processed (also known as “effective”) ST signature
vector of the user of interest, while z corresponds to the
discrete-time disturbance vector that accounts for MAI,
ISI, and AWGN. Specifically, vy can be expressed as a
function of the transmitted signal, channel and receiver
structure parameters:

T
E, -2 0...0 4 0...0
Vo=4/— ) Con| — Qap, 4@
0 L ; 0 n N-n-1 0

where cp,,n =0, ..., N — 1, denote the path coefficients of
the channel of the user of interest. The coefficients ¢g ,, n =
0,...,N — 1, are frequently modeled as independent zero-
mean complex Gaussian random variables (that exhibit
Rayleigh distributed amplitude and uniformly distributed
phase that fits experimental measurements) and are
assumed to remain constant over the entire packet
duration. In a realistic environment the coefficients
may vary approximately every 300 symbols [15]. Thus,
keeping the packet size less than 300 validates the
assumption of constant multipath coefficients over the
duration of a packet. In (4), do = [dy[0], ..., do[L — 1]]7
is the binary signature vector (spreading sequence)
of the user of interest, do[l/] € {+1},/=0,...,L —1, a0,
is the array response vector that corresponds to the
nth path of the user of interest, and © denotes
the Kronecker tensor product. The array response

vector of the nth path of the user of interest is
defined by

. d .
ag,(m) =7V — 12 M (5)

where 6y, identifies the angle of arrival of the corre-
sponding path, A is the carrier wavelength, and d is the
element spacing of the antenna array (usually d = A/2).
More details on the DSCDMA ST received signal model in
(4) and the operational characteristics of an antenna-array
system can be found elsewhere in the literature [5,16].
Finally, the noise vector z represents the comprehensive
disturbance effect of AWGN and all other user signal
contributions that are again of the form of (4), yet with
different in general energy values, signature vectors, mul-
tipath coefficients, and angles of arrival.

3. FILTERING WITH KNOWN INPUT STATISTICS

3.1.  Optimum MMSE/MVDR Filter

Minimum-variance distortionless response (MVDR) re-
ceiver design refers to the problem of identifying a linear
finite-impulse response filter that minimizes the variance
at its output, while at the same time the filter maintains
a “distortionless” response toward a specific input vector
direction of interest. In mathematical terms, if x is a
random, 0-mean (without loss of generality) complex input
vector of dimension P, x € C?, that is processed by a P-tap
filter w € C?, then the filter output variance is E{|w'r|?} =
w’Rw, where R = E{xx} is the input autocorrelation
matrix (E{-} denotes the statistical expectation operation).
The MVDR filter minimizes w”Rw and simultaneously
satisfies an equation of the form wfvy = p, where vy is
the given input signal vector direction to be protected. In
this setup, MVDR filtering is a standard linear constraint
optimization problem and the conventional Lagrange
multipliers constraint optimization technique leads to the
solution (the Lagrange multipliers optimization technique
is presented in detail elsewhere [16])

. R_IV()
= p*
viR 1y,

(6)

WMVDR

where (-)* denotes conjugation. Extensive tutorial treat-
ments of MVDR filtering can be found in many sources
[e.g., 16,17], along with historical notes on the early work
by Capon [18] and Owsley [19].

MVDR filtering has long been a workhorse for blind
(unsupervised) communications and signal processing
applications where a desired (pilot) scalar filter output
y € C cannot be identified or cannot be assumed available
for each input x € C?. Prime examples include radar and
array processing problems where the constraint vector v,
is usually referred to as the “target” or “look” direction of
interest. It is interesting to observe the close relationship
between the MVDR filter and the MMSE (“Wiener”) filter.
Indeed, if the constraint vector vy is chosen to be the
statistical cross-correlation vector between the desired
output y and the input vector x; that is, if vy = E{xy*},
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then the MMSE filter obtained by minimizing the mean-
square (MS) error between the filter output w”x and the
desired output y is given by

cRlvg, ¢>0 )

that is, the MMSE filter becomes a positive scaled version
of the MVDR filter and exhibits identical output SINR
performance. For this reason in the rest of our discussion
we refer comprehensively to both filters as MMSE/MVDR
filters as [16,17].

Conventionally, the computation of the MMSE/MVDR
filter in (6) or (7) begins with the calculation of the
inverse of the ideal input autocorrelation matrix R™!
(assuming that the Hermitian matrix R is strictly
positive definite, hence invertible). The calculation of
the inverse is usually based on numerical iterative
diagonalization linear algebra procedures [20]. Then, the
matrix R™! is used for the linear transformation (left
multiplication) of the constraint vector vg, followed by
vl R vy normalization, as necessary.

Linear transformations that involve the inverse of
a high-dimension matrix are computationally intensive.
In addition, and most importantly, severe complications
arise at the adaptive implementation stage when the
estimate of such a high-dimension matrix is inverted (par-
ticularly when the estimate is based on a small set of
data/observations and is obtained, possibly, by some form
of sample averaging). One extreme example of such a com-
plication is the fact that the inverse may not even exist.
Thus, when the data that are available for adaptation and
redesign are limited, use of inverses of (sample average)
estimated high-dimension matrices is not viewed favorably
(this issue will be discussed in detail in the next section).
In such cases, it is preferable to proceed with alterna-
tive methods that approximate the optimum solution and,
hopefully, avoid implicit or explicit use of inverses. Then,
at the adaptive implementation stage, we may utilize esti-
mates of the approximate solutions. Algorithmic designs
that aim at approximating the optimum MMSE/MVDR
filter include (1) the generalized sidelobe canceler (GSC)
and its variations, (2) the auxiliary vector (AV) filter, and
(3) the orthogonal multistage filter (also “called nested
Wiener filter”). The relative performance of these meth-
ods in limited data support environments is examined in
Section 4.

3.2. Generalized Sidelobe Canceler (GSC)

For a given (not necessarily normalized) constraint
vector vy € CP, any “distortionless” linear filter w e C?
that satisfies wvy = p can be expressed/decomposed as
w = (p*/|vol?)vo — u for some u € C* such that vilu =0,
as shown in Fig. 2 (this decomposition is an application of
the projection theorem in linear algebra). There are two
general approaches for the design of the filter part u:
(1) eigen-decomposition-based approaches and (2) non-
eigendecomposition-based approaches.

Algorithmic eigendecomposition-based designs that
focus on the MMSE/MVDR filter part u, which is orthogo-
nal to the constraint vector, or “look” direction vy, include
the Applebaum-Howells arrays, beamspace partially
adaptive processors, or generalized sidelobe cancelers

Figure 2. General decomposition of a linear filter w that satisfies

wHvy = p to two orthogonal components (uvq = 0).

(GSCs). More recent developments have been influenced by
principal-components analysis (PCA) reduced-rank pro-
cessing principles. The general goal of these designs
is to approximate the MMSE/MVDR filter part u by
utilizing different rank-reducing matrices as explained
below [16,17,21-26]. The approximation is of the general
form (Fig. 3)

~ GSC
Upx1 = BPX(Pfl)T(P—l)xpW x1 (8)
p

where B is a matrix that satisfies B¥v, = Op_; and is,
thus, called “blocking matrix” since it blocks signals in the
direction of vy (B is a full column-rank matrix that can be
derived by Gram-—Schmidt orthogonalization of a P x P
orthogonal projection matrix such as I — (vovil/|[vo|?),
where I is the identity matrix). T is the rank-reducing
matrixwith 1 < p < P — 1 columns that have to be selected
and w%C is a vector of weights of the p columns of T that
is designed to minimize the variance at the output of the

2
H
*
(p—2v0 - u) x
[vol

to the latter optimization problem (assuming that T is
given) is

“overall” filter w, E . The solution

Wi = 2 iz (T"B/RBT] "B Ry )
0

We note that the rank-reducing matrix T “reduces” the
dimension of the linear filter (number of parameters
to be designed) from P (filter w) to p (filter w&SC),
1 < p < P — 1. The p columns of the rank-reducing matrix
T can be chosen in various ways. We can choose
the p columns to be the eigenvectors that correspond
to the P maximum eigenvalues of the disturbance-
only autocorrelation matrix [27]. This choice is mean-
square (MS) optimum under the assumption that the
disturbance-only eigenvectors are not rotated by the

Figure 3. Generalized sidelobe canceler structure.
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blocking matrix being used (i.e., when the disturbance
subspace is orthogonal to the constraint vector v,), which
is not valid in general. We can address this concern
by choosing alternatively the p columns of T to be
the eigenvectors that correspond to the p maximum
eigenvalues of the blocked data autocorrelation matrix
BPRB [28,29]. If, however, the columns of the rank-
reducing matrix T have to be eigenvectors of the blocked-
data autocorrelation matrix (there is no documented
technical optimality to this approach), then the best
way in the minimum output variance sense is to
choose the p eigenvectors q; of BYRB is to choose
the p eigenvectors q; with cgrrespoglding eigenvalues
NoRBAl™ ;1 p 1ol

This algorithm is also known as E‘cross-spectral metric”
reduced-rank processing [31]. Non-eigendecomposition-
based alternatives for the synthesis of u include the
auxiliary vector (AV) filters and the orthogonal multistage
filters (also called “nested Wiener filters”) [5,32—41].

A; that maximize the ratio

3.3. Auxiliary Vector (AV) filters

Auxiliary vector (AV) filters are non-eigendecomposition-
based filters that approximate the optimum MMSE/MVDR
solution [5,32—38]. The AV algorithm is a statistical
optimization procedure that generates a sequence of
filters (AV filters). Each filter in the sequence has the
general structure described in Fig. 2, where the vector
u is approximated by a weighted sum of auxiliary
vectors that maintain orthogonality only with respect
to the distortionless direction v, (and they are, in
general, nonorthogonal to each other). The number
of auxiliary vectors used to approximate the filter
part u in Fig. 2 is increasing with the filter index
in the sequence. Both the auxiliary vectors and the
corresponding weights are subject to design (they are
designed according to the maximum cross-correlation and
minimum-variance criteria, respectively, as explained in
detail below). An important characteristic of the AV
algorithm (besides the nonorthogonality of the auxiliary
vectors) is that it is a conditional optimization procedure;
that is, each filter in the sequence is a function of the
previously generated filter. Furthermore, AV filters do
not require any explicit or implicit matrix inversion,
eigendecomposition, or diagonalization. Finally, under
ideal setups (perfect known input autocovariance matrix)
the AV filter sequence converges to the MMSE/MVDR
optimum solution, [33,34].

A pictorial presentation of generation of the sequence of
AV filters is given by Fig. 4a. The sequence is initializ*ed at

the appropriately scaled constraint vector wy = —” ‘[: “ 5 Vo,
0

which is MMSE/MVDR optimum only when the vector
inputs are white (i.e., when R = oI, o > 0). Next, we
incorporate in w, an “auxiliary” vector component g;
that is orthogonal to vy, and we form w; = wg — 181,
where g; € C¥ — {0}, 1 € C, and gfvy =0. We assume
for a moment that the orthogonal auxiliary vector g;
is arbitrary but nonzero and fixed, and we concentrate
on the selection of the scalar w;. The value of u; that
minimizes the variance of the output of the filter wy

can be found by direct differentiation of the variance
E{lwlx|?} or simply as the value that minimizes the

MS error between wix and wig?x. This leads to u; =

g{l Rwy/ g{l Rgl

Since g; is set to be orthogonal to vy, the expression of
w1 shows that if the vector Rwg happens to be “on v,” [i.e.,
if Rwy = (VilRw)v, or equivalently (I — vovi)Rw, = 0],
then p; = 0. Indeed, if Rwy = (vV/Rw)v,, then wy is
already the MMSE/MVDR filter. To avoid this trivial
case and continue with our presentation, we assume
that Rw, # (v{){Rwo)vo. By inspection, we also observe
that for the MS-optimum value of w; the product ;g
is independent of the norm of g;. Hence, so is wj.
At this point, we set the auxiliary vector g; to be
a normalized vector that maximizes the magnitude of
the cross-correlation between wix and glix (ie., g =
arg méax |wiRg|) subject to the constraint that gfv, =0

and g‘f g1 = 1. For the sake of mathematical accuracy,
we note that both the criterion function [wiRg| to be
maximized as well as the orthogonality constraint are
phase-invariant. Without loss of generality, to avoid any
ambiguity in our presentation and to have a uniquely
defined auxiliary vector, we choose the one and only
auxiliary vector g; that satisfies the maximization problem
and places the cross-correlation value on the positive real
line (wiRg, > 0).

The general inductive step is as follows. At step 2 + 1,
we define the AV filter wy,1 = w;, — up 1841, where g1
and pup.1 are to be conditionally optimized given the
previously identified AV filter w;,. The auxiliary vector
gr+1 is chosen as the vector that maximizes the magnitude
of the cross-correlation between the output of the previous
filter w; and the output of g,,; (Fig.4a), again subject
to gr.1 being orthonormal to vy only (we note that the
choice of the norm does not affect the solution since u.g;,
k=1,2, ..., is g-norm-invariant; we also emphasize that
g1,82,83,84..., are not necessarily orthogonal to each
other). The value of w1 minimizes the output variance
of w1 given w; and g,,.; (or equivalently minimizes
the MS error between wix and pj, g ;x). The solution
for gr.1 and w1 is given below, while the iterative
algorithm for the generation of the infinite sequence of
AV filters wy, w1, ws, ... is presented in Fig. 4b (we note
that in Fig. 4b we dropped the unnecessary normalization
of g1, gs, ... since u,g is independent of the norm of gy):

1. The scalar p;,; that minimizes the variance at the
output of w;,; or equivalently minimizes the MS
error between wi'x and uj g X is

gl€1+1ka

, k=0,1,2,... (10)
g]l;1+1ng+l

M+l =

vovi

2. Suppose that (I — v ”2> Rw; # 0 (W, # WnvDR)-
0

Then, the auxiliary vector

V(I){ka
T vl
gri1= vHI(;w , k=0,1,2,... (11
Rw;, — ~0— "y

[voll?
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Auxiliary-Vector (AV) algorithm

Input:
Autocovariance matrix R, constraint vector v,
desired response w' Vo = p.

Initialization:

e

Wy = —, Vo
7 vl ™

Iterative computation:
For k=1,2,...do

begin H
VoV
gk =(- ﬁ) Rw_,
Vo
if g,=0 then EXIT
sy = IR Wiy
g/ R gy
Wy =Wy 1~ Uk 9k
end
Output:

Filter sequence wg, Wy, Wy, . . ..

maximizes the magnitude of the cross-correlation between
wix and gl | x (which is equal to |W/Rg; 1), subject to
the constraints g ,vo =0 and g/, g1 = 1. In addition,
wiRg, 1 is real positive (W/Rg; 1 > 0).

With respect to the convergence of the filter sequence

v
Wy, W1, Wa, ... to the MVDR filter p*Hio, we can
v R1vy

show that [33]

N
JEE IO N NP U |
N
IN
NI
N
I\I

9k LMk |
S a4
G+t Mkt

Figure 4. (a) Block diagram representa-
tion and (b) algorithmic description/genera-
tion of the auxiliary vector (AV) filter
sequence wi, wg, . ...

. The generated sequence of auxiliary vector weights

{urt, k=1,2,..., is real-valued, positive, and
bounded: 0 < — < u; < ,k=1,2,..., where

Amax and A, are the corresponding maximum and

minimum eigenvalues of R

. The sequence of auxiliary vectors {g.},k=1,2,...,

converges to the 0 vector: ]}im g =0
—> 00
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3. The sequence of AV filters {w;},k=1,2,..., con-

R—l
verges to the MVDR filter: lim w;, = p*Hivo.
k=00 v R-1vy

3.4. Orthogonal Multistage Filters

An alternative mechanism to approximate the optimum
MMSE/MVDR solution can be obtained through the
use of the orthogonal “multistage” filter decomposition
procedure [39,40] (also called “nested Wiener filter”). It
can be shown theoretically that the /-stage filter in [39,40],
Wi_stage;, 0 <I <P —1, is equivalent to the following
structure. First, change the auxiliary vector generation
recursion in (11) or Fig. 4b to impose orthogonality with
respect not only to the constraint vector v, but also to all
previously defined auxiliary vectors that we denote now as

Y1, Y2, .-, Ye-1, B <P—-1:
H k-l H
Vovh Viy;
yr=|1- - Rw;_; (12)
( ol ~ 2 ||yi||2)

Next, terminate the recursion at k=1[, 0 <l <P-1,
and organize the [ (orthogonal to each other and to
vo) vectors yi,...,y; in the form of a blocking matrix

Bp.; = [y1.¥2.....yi]. Then
Wi_stage = wvo - Ble&lxl (13)
where .
i=1 = 7 [B"RBI B Ry, (14)
0

is the MS vector-optimum set of weights of the vec-
tors y1,y2,...,¥: [5,37]. We note that “vector-optimum”
implies that the elements of the vector & (weights of the
columns of B) are designed/optimized jointly (and rnot in
a conditional one-by-one manner). The multistage decom-
position algorithm [39,40] is a computationally efficient
procedure for the calculation of the weight vector & tailored
to the particular structure of BYRB (tridiagonal matrix);
the calculation incorporates an implicit matrix inversion
operation [in view of (14)]. The same computational sav-
ings can be achieved by the general forward calculation
algorithm of Liu and Van Veen [42] that returns all inter-
mediate stage filters along the way, up to the stage of
interest /.

We conclude this section with a few comments on
the relative merits and characteristics of the structures
presented so far. From a general input space synthe-
sis/decomposition point of view, the main distinguishing
features of the AV algorithm with respect to the mul-
tistage algorithm are the non-orthogonal AV synthesis
approach and the conditional statistical optimization pro-
cedure. Nonorthogonal synthesis allows the designer to
grow an infinite sequence of AV filters on a “best effort”
basis that takes into account the whole interference space
at every step. Conditional optimization results in estima-
tors that do not require any implicit or explicit matrix
inversion or decomposition operation and, thus, plays a
key role in developing superior adaptive filtering schemes

1071
(0]
©
I
S
)
AL
o
—-—-- Max EV
---- CSM
— AV
102 | | | | |
50 100 150 200 250 300

Data record size
Figure 5. BER as a function of the data record size for the AV,
“maximum eigenvector” (MaxEV), and “cross-spectral metric”
(CSM) receivers of the same order (3 auxiliary vectors, 3
eigenvectors). Operational environment: synchronous DS-CDMA
system, user of interest at 12 dB, 12 interferers at 10—14 dB,
processing gain L = 32, and arbitrary normalized signatures
(cross-correlation with the signature of the user of interest ~0.2).

in short-data-record environments, as illustrated in the
next section.

Figure 5 presents an illustrative example of the relative
merits of various receiver designs in terms of BER. The
example is based on a simple single-path synchronous
DSCDMA signal model (P =L). The BER performance
of the receiver ws (that utilizes three auxiliary vectors
g1, 82, and g3) is compared with the BER performance of
the “maximum eigenvector” (Max EV) [28,29] receiver and
the “cross-spectral-metric” (CSM) [30,31] receiver (both of
which use three eigenvectors). As a numerical example
that illustrates the convergence of the AV-filter sequence
to the ideal MMSE/MVDR solution under perfectly known
(ideal) autocorrelation matrix R, in Fig. 6 we plot the
squared norm error between the AV filter of the user of
interest w;, and wymsemvpr as a function of % (i.e., the
number of auxiliary vectors used or equivalently the index
of the AV filter in the sequence).

4. ADAPTIVE FILTER ESTIMATION

4.1. Known Channel

4.1.1. SMI, GSC, Auxiliary Vector, and Multistage Estima-
tors. We recall that the MMSE/MVDR filter is a function
of the true input autocorrelation matrix R and the #rue
constraint vector, vo. However, in almost every practical
adaptive filtering application neither R nor vy is known
to the receiver. In this section (4.1) we present various
estimates of the optimum MMSE/MVDR filter when R
is unknown and sample average estimated from a data

packet (data record) of size J, that is, x¢, X1, ..., Xs_1:
. 171
R() = 5> xx (15)

J=0
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Figure 6. Convergence of the AV filter sequence to the ideal
MMSE/MVDR solution as a function of the number of iterations
k in Fig. 4b. The sequence of conditionally optimized AV filters
(that utilize nonorthogonal auxiliary vectors) converges to the
WMMSE/MVDR Optimum solution for a perfectly known input
autocorrelation matrix R.

Throughout this (4.1) section, vq is assumed to be known
(since vy is a function of the channel parameters we label
this section as the “known channel” case); a procedure
for the estimation of v, from the same data packet (data
record) Xy, X1, ..., Xs_1 will be presented in the Section 4.2
(“unknown channel”).

When R is unknown, the most widely used
MMSE/MVDR filter estimator is Aobtained from (6) by
using the sample average estimate R(J) in place of R. This
estimator is known as the sample matrix inversion (SMI)
filter. If we choose to work with the approximate solutions
presented in Section 3 and utilize the sAample average
estimate of the autocorrelation matrix R(J) instead of
R in Egs. (9)-(14), we obtain a GSC, AV, or multistage-
type estimator of the MMSE/MVDR solution, respectively.
We note that, for Gaussian inputs, R(J ) is a maximum-
likelihood (ML), consistent, unbiased estimator of R. On
the other hand, the inverse of R(J), which is utilized explic-
itly by the SMI filter and implicitly by both the GSC and
the orthogonal multistage decomposition estimator, is not
a}lways defined. We can guarantee (with probability 1) that
R(J) is invertible only when the number of observations
J is greater than or equal to the dimension of the input
space (or filter dimension) P and the input distribution
belongs to a specific class of multivariate elliptically con-
toured distributions that includes the Gaussian [43—-46].
On the basis of the convergence properties of the AV filter
sequence discussed in the previous section we can show
that the corresponding sequence of AV filter estimates
w,(J) converges, as k — oo, to the SMI filter [33]:

. . . R(J)]!
Wi () —— Weo(J) = Wamr = p [RGvo

HB 1 16)
k — 00 vy [R()] v

4.1.2. Properties of the Sequence of AV Estimators. The
AV filter sequence of estimators begins with wy(J) =

*

4 . . . .
Wvo, which is a zero-variance, fixed-value, estimator
Vo

that may be severely biased (Wo(J) # Wmwmsg/mvpr) unless
the input is white (i.e., R =0¢2I, for some o > 0). In
the latter trivial case, wy(J) is already the perfect
MMSE/MVDR filter. Otherwise, the next filter estimator
in the sequence, w (), has a significantly reduced bias due
to the optimization procedure employed, at the expense of
nonzero estimator (co)variance. As we move up in the
sequence of filter estimators wy(J), £ =0,1,2,..., the
bias decreases rapidly to zero' while the variance rises
slowly to the SMI [W(J)] levels [cf. (16)]. To quantify
these remarks, we plot in Fig. 7 the norm-square bias
|E{W(J)} — wumse,mvprl|? and the trace of the covariance
matrix E{[W;(J) — E{W,()}I[W;(J) — E{W,()}}7} as a
function of the iteration step (filter index) %, for the same
signal model as in Fig. 6 and data packet (data record) size
J = 256. Bias and covariance trace values are calculated
from 100,000 independent filter estimator realizations
for each iteration point k; that is, we generate 100,000
independent data packets (J received random vectors per
packet). For each packet we evaluate wy(J), Wa(J),....
Then, we evaluate expectations as sample averages over
100,000 data packets.

Formal, theoretical statistical analysis of the generated
estimators wy(J),2 =0, 1,2, ...,is beyond the scope of this
presentation. We do note, however, that for multivariate
Gaussian input distributions, an analytic expression for
the covariance matrix of the SMI estimator w.,(J) can be
found in [46]

E{[Weo () — E{Woo (N} [Woo (J) — E{Wo (J)}]7}

o R lv, I(;IR—1> (17
vER 1y,

_ Ip|? (
(VER vg)(J — P+ 1)

9 1.4 7/

/
g2 7 N
L /
8 1/ ]
o / W, Bi
p 08l /, wy Bias —
© A
o 06 R wkCox—trace _

......... SMI (w,,) Cov—trace | |

| | | | | | | |
0 20 40 60 80 100 120 140 160 180 200

Numerical iteration (number of auxiliary vectors) k

Figure 7. Norm-square bias and covariance trace for the
sequence of estimators wy(J), 2 = 0, 1, .... The signal model is as
in Fig. 6; data record size J = 256.

I The SMI estimator is unbiased for multivariate elliptically con-

toured input distributions [46,47]: E{W..(J)} = WMMSE/MVDR =
« R71V0

r vIO{ R-lvy
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Since under these input distribution conditions W, (J)
is unbiased, the trace of the covariance matrix is the
MS filter estimation error. It is important to observe
that the covariance matrix and, therefore, the MS
filter estimation error depend on the data record size
J, the filter length P, as well as the specifics of
the signal processing problem at hand (actual R and
Vo). It is also important to note that when the input
distribution is not Gaussian (e.g., for the CDMA signal
model example considered earlier in our discussion,
the input is Gaussian-mixture-distributed), then the
analytic result in (17) is not directly applicable and
can be thought of as only an approximation (a rather
close approximation for DSCDMA systems). From the
results in Fig. 7 for J = 256, we see that the estimators
wi(J), Wa(J),..., up to about Wy(J) are particularly
appealing. In contrast, the estimators wy(J) for £ > 20
do not justify their increased covariance trace cost since
they have almost nothing to offer in terms of further bias
reduction.

We emphasize that since the AV filters wi, wy, wg, ...
can be considered as approximations of the MMSE/MVDR
optimum filter under idealset-ups, the AV-filter estimates
wi(J), Wa(J), Ws(J), ... have been viewed so far not only
as estimates of the filters wq, wo, wg, ... but also, and most
importantly, as estimates of the MMSE/MVDR optimum
filter in (6) and (7). In this context, the mean-square
estimation error expression E{||Wy(J) — Wymsk/mvprl®)
captures the bias/variance balance of the individual
members of the estimator sequence wy(J), 2 =0,1,2,....
In Fig. 8 we plot the MS estimation error as a function
of the iteration step & (or filter index) for the same signal
model as in Fig. 6, for J = 256 [part (a)] and J = 2048
[part (b)]. As a reference, we also include the MS-error
of the constraint LMS estimator and the RLS estimator.

(a) J=256

o 25 S )

o
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(b) J=2048
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Figure 8. MS estimation error for the sequence of estimators
wi(J),k=0,1,...:(a) data record size J = 256; (b) J = 2048.

The constraint LMS estimator is given by the following
recursion:

. . vovi\ . . . .
Wims () = (I - ”‘(;—li)2> [Wins(G — 1) — pxx Wims (G — 1)]
0
+ L v, j=1..,d
ivol? >

(18)
with wiys(0) = VLHQVO and some p > 0. The recursion of
0
the RLS estimator can be obtained from the SMI formula
in (16) by utilizing the following iterative estimation of
R that is based on the matrix inversion lemma:
R'()=R'(G-D

R1G- DxxR1G -1 (19)

g 3925 g-b . 1 J
1+ xjHRfl(j -Dx

where f{‘l(O) = lI for some ¢y > 0. Theoretically, the

&0
1
LMS gain parameter u > 0 has to be less than o blodked”

max
where A/mblocked g the maximum eigenvalue of the “blocked
. . Vovi VoVi
data” autocorrelation matrix <I — 2) R (I — 5 )
) o ) Ivoll ol
While this is a theoretical upper bound, practitioners are
well aware that empirical, data-dependent “optimization”
or “tuning” of the LMS gain u > 0 or the RLS initialization
parameter gy > 0 is necessary to achieve acceptable
1

performance (in our study we set u=-——-—
200 - )\'Pr}ocked

and gy = 20, respectively) [8,9,48—51]. This data-spe?:xiﬁc
tuning frequently results in misleading, overoptimistic
conclusions about the short-data-record performance of
the LMS/RLS algorithms. In contrast, when the AV filter
estimators wy(J) generated by the algorithm of Fig. 4b
are considered, tuning of the real-valued parameters u
and ¢ is virtually replaced by an integer choice among
the first several members of the {w,(J)} sequence. In
Fig. 8a, for J = 256 all estimators wW(J) from 2 =2 up
to about £ = 55 outperform in mean-square error (MSE)
or their RLS, LMS, and SMI [W.(J)] counterparts.
wg(J) (B =8 auxiliary vectors) has the least MSE of
all (best bias/variance tradeoff). When the data record
size is increased to J = 2048 (Fig. 8b), we can afford
more iterations and wi3(J) offers the best bias/variance
tradeoff (lowest MSE). All filter estimators w(J) for 2 > 8
outperform the LMS/RLS/SMI [w.(J)] estimators. For
such large data record sets (J = 2048), the RLS and the
SMI [w..(J)] MSE are almost identical. Figure 9 offers
a three-dimensional plot of the mean-square estimation
error as a function of the sample support o used in
forming wy(J) and the number of auxiliary vectors % (or
filter index). The dark line that traces the bottom of the
MS estimation error surface identifies the best number of
auxiliary vectors (or the index of the best filter) for any
given data record size J.

4.1.3. How to Choose the Best AV Estimator. We recall
that, when the autocovariance matrix is sample-average-
estimated, the sequence of AV estimators converges
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Figure 9. MS estimation error versus number of auxiliary vectors 2 and sample support J (the

signal model is the same as in Fig. 6).

to the SMI filter. Evidently, the early, nonasymptotic
elements of the sequence offer favorable bias/variance
balance characteristics and outperform in mean-square
filter estimation error, as we have seen in Figs. 7-9, the
unbiased SMI filter estimator as well as the (constraint)
LMS, RLS. We will later see that they also outperform
the orthogonal multistage decomposition, and diagonally
loaded (DL) SMI filter estimators. In the context of
digital wireless communication receivers, superior mean-
square filter estimation error translates to superior BER
performance under short-data-record receiver adaptation.
Selecting the most successful (in some appropriate sense)
AV estimator in the sequence for a given data record is
a critical problem. Below we present two data-dependent
selection criteria [52,53]. The first criterion minimizes the
cross-validated sample average variance of the AV filter
output and can be applied to general filter estimation
problems; the second criterion maximizes the estimated 7
divergence of the AV filter output conditional distributions
and is tailored to general hypothesis testing (detection)
applications.

In particular, the cross-validated minimum output
variance (CVMOV) rule is motivated by the fact that
minimization of the output variance of filters that are
constrained to be distortionless in the vector direction of
a signal of interest is equivalent to maximization of the
output SINR. Cross-validation is a well-known statistical
method. In the context of AV filtering, cross-validation is
used to select the filter parameter of interest (number of

auxiliary vectors k) that minimizes the output variance,
which is estimated on the basis of the observations
(training data) that have not been used in the process of
building the filter itself. A particular case of this general
method used in this presentation is the “leave one out”
method [54]. The following criterion outlines the CVMOV
AV filter selection process.

Criterion 1. For a given data packet (data record) of
size J, the cross-validated minimum-output-variance AV
filter selection rule chooses the AV filter estimator Wy, (J)
that minimizes the cross-validated sample average output
variance:

J
k1 = argmin > W ()X Wk (T \) (20)

j=1

where (J\j) identifies the AV filter estimator that is
evaluated from the available data record after removing
the jth sample.

While the CVMOV criterion can be applied to
general filter estimation problems, the second criterion,
the maximum J-divergence criterion, is tailored to
applications that can be formulated as binary hypothesis
testing problems on AV-filtered data. For any scalar
binary hypothesis testing problem, if f; and f; denote
the conditional distributions of the detector input under
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hypothesis Hy and Hy, respectively, then the J-divergence
distance between f, and f; is defined as the sum of the
Kullback—Leibler (KL) distances between f, and f; [55]

Dfo, f1) = KL fo) + KLGFo, 1) (21)

where the KL distance of f; from fy is defined as

KLt fo 2 [ e log M ax.
fo(x)

The choice of the output 7 divergence as one of the
underlying rules for the selection of the AV filter is
motivated by the fact that the probability of error of
the optimum (Bayesian) detector for any scalar binary
hypothesis testing problem is lower bounded by

_,D(];O’fl) }

P, > momy exp { (22)

where 7y and 7, are the a priori probabilities of Hy and H;,
respectively. The right-hand side of (22) is a monotonically
decreasing function of the 7 divergence between the con-
ditional distributions of the detector input. When the con-
ditional distributions under Hy, and H; are Gaussian with
the same variance, (22) is satisfied with equality. The lat-
terimplies that the larger the Jdivergence, the smaller the
probability of error or, equivalently, the larger the 7 diver-
gence, the easier the detection problem. Thus, maximiza-
tion of the 7 divergence implies minimization of the prob-
ability of error. Because of the above mentioned properties
and their relationship to the probability of error of the opti-
mum detector, 7 divergence has been extensively used in
the detection literature as a hypothesis discriminant func-
tion. In the context of AV filtering, we denote the AV scalar
filter output conditional distributions under Hy and H; by
for(-) and f1(-), respectively, where the index % indicates
the dependence of the distributions on the specific AV filter
w;, used from the available sequence Wi, Ws, . ... Then, the
J divergence between fj () and f1(-) is also a function of
k; for this reason, in the rest of our presentation it will be
denoted as D(k). To the extent that the conditional distri-
butions of the AV filter output under H, and H; are approx-
imated by Gaussian distributions with opposite means and
equal variances (which is a reasonable, in general, assump-
tion), we can show in a straightforward manner that

_ 4E?{boRe[W (J)x]}

Dik) ~ Var{boRe[W! (J)x]}

(23)

where Var(-) denotes variance. The following criterion
outlines the J-divergence AV-filter selection process.

Criterion 2. For a given data packet (data record) of size
J, the Jdivergence AV filter selection rule chooses the AV
filter estimator w;,(J) that maximizes the estimated J
divergence D(k) between the AV filter output conditional
distributions:

ko = arg méax{f)(k)} (24)

If we substitute b¢ in (23) by bo = sgn(Re[\fvf )x]) and
evaluate expectations by sample averaging, then we can

obtain a blind estimate of the 7 divergence:

2
17 .
A 4 |:jj21:|Re[WkH (J)xjh}
Dg(k) =

2
1S 1S
7D _[Relw}/(/)x]|2 — {JDRe[wf(Jmn}
j=1 j=1

(25)
where the subscript B identifies the blind version of
the J—diVAergence function. Then, we can evaluate ks =
argm];ax{DB(k)}. We recall that in (25) x denotes the

received signal vector of the general form x = by/Eovo + z
where [cf. (2)] vo € CF is a known deterministic signal vec-
tor, Ey > 0 represents the unknown energy scalar, z ¢ C*
is a zero-mean disturbance vector (i.e., it may incorporate
ISI, MAI, and additive noise effects), and b¢ is +1 or —1
with equal probability. We also recall [cf. (3)] that the deci-
sion on Hy(bg = —1) or H{(bg = +1) is based on the real
part of the AV filter output Re[\?vff (J)x], where wy(J) is
the AV estimator that utilizes £ auxiliary vectors.

4.1.4. Properties of the Multistage and the DL-SMI Esti-
mators. A finite set of P filter estimators with varying
bias/variance balance can be obtained through the use
of the orthogonal “multistage” filter decomposition proce-
dure [40]. In the context of filter estimation from a data
record of size o, Wo_gtage(J) is the matched filter and
Wp_1)—stage (J) is the SMI estimator. In Fig. 10b we plot
the MS estimation error of Wi_gag(J) as a function of
[,0<l<P-1=31(J =60). We identify the best multi-
stage estimator (I = 3 stages), and in Fig. 10c we compare
against the AV estimator sequence. We see that all AV
estimators w;(J) from 2 = 3 to 8 outperform in MSE the
best multistage estimator (I = 3 stages).

An alternative bias/variance trading mechanism
through real-valued tuning is the diagonally-loaded (DL)
SMI estimator obta