Handbook of
Air Pollution from
Internal Combustion
Engines

Edited by
ERAN SHER



Handbook of
Air Pollution from
Internal Combustion Engines
Pollutant Formation and Control



This Page Intentionally Left Blank



Handbook of
Air Pollution from
Internal Combustion Engines
Pollutant Formation and Control

Edited by
Eran Sher

@

ACADEMIC PRESS

Boston San Diego New York
London Sydney Tokyo Toronto



This book is printed on acid-free paper.
Copyright ©) 1998 by Academic Press.

All rights reserved.

No part of this publication may be reproduced or
transmitted in any form or by any means, electronic
or mechanical, including photocopy, recording, or
any information storage and retrieval system, without
permission in writing from the publisher.

ACADEMIC PRESS

525 B Street, Suite 1900, San Diego, CA 92101, USA
1300 Boylston Street, Chestnut Hill, MA 02167, USA
http://www.apnet.com

United Kingdom Edition published by
ACADEMIC PRESS LIMITED
24-28 Oval Road, London NW1 7DX
http://www.hbuk/co.uk/ap/

ISBN: 0-12-639855-0
Library of Congress Cataloging-in-Publication Data

Handbook of air pollution from internal combustion engines : pollutant
formation and control / edited by Eran Sher.
p. cm.
Includes bibliographical references and index.
ISBN 0-12-639855-0 (alk. paper)
1. Motor vehicles—Motors—Exhaust gas—Environmental aspects.
2. Internal combustion engines—Environmental aspects. 3. Air-
Pollution. L. Sher, Eran.
TD886.5.H36 1998
629.25'28—dc21 97-48256
CIP

Printed in the United States of America

98990001 021P987654321



Dedication

I owe my roots to Professor Chaim Elata of the Ben-Gurion University,
Beer-Sheva, Israel,
who taught me how to think.

I owe my stem to the late Professor Rowland S. Benson of UMIST
Manchester, England,
who taught me how to observe.

I owe my foliage to Professor James C. Keck of MIT, Cambridge,
Massachusetts, USA,
who taught me how to analyze.



This Page Intentionally Left Blank



Contents

List of Contributors . .......... ... . .. xiii
Acknowledgments . ........... ... .. .. L. Xix
PART |

OVERVIEW .. ... |

. Motor Vehicle Emissions Control: Past
Achievements, Future Prospects 3

John B. Heywood  Sun Jae Professor of Mechanical Engineering,
Director, Sloan Automotive Laboratory, Massachusetts Institute of
Technology, Massachusetts, United States

Ll SYNOPSIS « ot e it e e e e e 4
1.2 Introduction ............. .. ... iiiiiiiinennnn, 4
1.3 Motor Vehicles and Air Pollution ................... 5
1.4 The Science of Pollutant Formation and Control ........ 9
1.5 Effectiveness of Current Emission Control Technology . . . 15
1.6  Direct-Injection Engines, Two-Strokes, and Diesels . . . . .. 17
1.7 Future Prospects ........... .. ..o, 20
References ...........c.coiiiiiiiiniiiiinennnn, 23
PART I
GLOBAL ASPECTS ....... ... . 25
2. Environment Aspects of Air Pollution 27

Eran Sher Department of Mechanical Engineering, The Pearlstone
Center for Aeronautical Engineering Studies, Ben-Gurion University of
the Negev, Beer Sheva, Israel
2.1 Introduction . ............c..ieiiiiiiiiii e 28



viii Contents

22 GlobalEffects ........cooviiiii i 28
23 RegionalEffects ........... .. .. ... i 35
References ........ ... oo, 41
3. Health Aspects of Air Pollution 42
Rafael S. Carel Division of Community Medicine, Faculty of Health
Sciences, Soroka Medical Center, Beer-Sheva, Israel
3.1 Anatomy and Physiology of the Respiratory System . . . .. 43
3.2 Defense Mechanisms of the Lung ................... 52
3.3 Ventilatory Function Tests .. ....................... 56
3.4 Principles of Inhalation Injuries . ... ................. 58
3.5 Airborne Pollutants Causing Cancer and other Diseases . . 63
References ......... .. ... 64
4. Economic and Planning Aspects of Transportation
Emission 65
Pnina O. Plaut  Faculty of Architecture and Town Planning, Technion,
Israel Institute of Technology, Haifa, Israel
Steven E. Plaut  Graduate School of Business Administration, University
of Haifa, Haifa, Israel
4.1 Introduction ..............c.iiiiniiiniii. 66
4.2 The Notion of Optimal Pollution Abatement and Control . 68
4.3  Alternative Sets of Abatement Policies for Mobile-
Source Emissions . ............. .. ... 72
44  Administrative Methods of Pollution Emissions Control . . 77
4.5 Indirect Pricing Mechanisms . .. .................... 82
4.6 Conclusions . ..........c.iiiiiiiiiiiiie. 86
References ...........c.ciiiiniiniiniin... 87
PART Il
SPARK-IGNITION ENGINES ...................... 9
5. Introductory Chapter. Overview and the Role
of Engines with Optical Access 93
Richard Stone  Department of Engineering Science, University of
Oxford, Oxford, United Kingdom
5.1 Introduction ............ .. ..., 94
5.2 Engines with Optical Access ....................... 97
5.3 High-Speed Photography ......................... 98
5.4 Flame Front Detection ........................... 102
5.5 Mixture Preparation and Combustion Diagnostics . . ... .. 105



Contents

5.6 Some Applications of Engines with Optical Access . . . ... 112
57 Conclusions ..........iiiii i 115
References ...........ccouiiii i, 115
6. Combustion-Related Emissions in SI Engines 118
Simone Hochgreb  Department of Mechanical Engineering,
Massachusetts Institute of Technology, Massachusetts, United States
6.1 Introduction ............ ... .. ... i, 119
6.2 NOFormation ........... ... i, 124
63 CarbonMonoxide ........ ... ... i 135
6.4 HCEMISSIONS ... ... ..o iitiitieiniaannns 137
6.5 Summary . ... 163
References .......... ..., 164
7. Pollution from Rotary Internal Combustion Engines 171
Mark Dulger Deparment of Mechanical Engineering, Ben-Gurion
University, Beer-Sheva, Israel
7.1 Introduction ........... ... . .iiiiiiie 171
7.2 Sources of Hydrocarbon Emissions . ................. 175
References ....... ... ... i, 188
8. Control Technologies in Spark-Ignition Engines 189
Brian E. Milton  Nuffield Professor of Mechanical Engineering, Head of
School, School of Mechanical and Manufacturing Engineering, The
University of New South Wales, Sydney, Australia
8.1 Global and Local Emissions: A Brief Overview of the
Problem ........ ... ... ... . . 190
8.2 Global Emissions from SI Engines .................. 205
8.3  Engine Control Factors for Local Emissions ........... 209
8.4  Transient Operation of Engines and the Effect on
Emissions . .......o.viiiininii i 210
8.5 Some Details of Control Systems ................... 222
8.6 Developments for the Future ... .................... 246
References ........ ... o i i 255
PART IV
COMPRESSION-IGNITION ENGINES ............... 259
9. Introduction 261
Franz F. Pischinger FEV Motorentechnik GmbH and Co KG, Aachen,
Germany
9.1 The Diesel Engine for Cars—Is There a Future? ........ 262



X Contents

9.2 Stateof Technology .............c.covviiinn... 265
9.3 Technology forthe Future . ........................ 269
9.4 Summary and Conclusions .................cooo... 278
10. Combustion-Related Emissions in ClI Engines 280
J. Gary Hawley, Chris J. Brace, and Frank J. Wallace Department of
Mechanical Engineering, University of Bath, Bath, United Kingdom
Roy W. Horrocks  Diesel Engine Powertrain, Ford Motor Co. Ltd.
Laindon, United Kingdom
10.1 Introduction ..............o.iirinmununenenannn. 281
10.2 Review of Current and Projected Emissions Concerns—
General Considerations .................covioaun., 283
10.3 High-Speed DI Diesel Developments ................ 285
10.4 Overview of Emissions from CI Engines .............. 288
10.5 Current and Projected Global Emissions Legislative
Requirements .............ccoitiiinineenannnn. 301
10.6  Advanced Emission Reduction Strategies for the Year 2000
andBeyond ........... .. .. i 306
10.7 Steady-State and Transient Emissions ................ 337
10.8 Application of Computational Tools Toward Predicting and
Reducing Emissions ..............c.oieiinnon... 341
10.9 Advance Engineering Project ...................... 350
References ........ ... ..., 353
1. Control Technologies in Compression-Ignition
Engines 358
Stephen J. Charlton  Director, Advanced Diesel Engine Technology,
Cummins Engine Company, Inc., Indiana, United States
11.1 Imtroduction ..............c.coiiiiiiiniininennnn. 359
11.2 Electronic Fuel Systems for Diesel Engines ... ......... 365
11.3  Basic Principles of Electronic Control for Diesel Engines . 374
11.4  Electronic Hardware for Diesel Engine Control . ... .. ... 390
[1.5 Exhaust Aftertreatment . ..............ccoenvenn... 406
References ......... ..ot iivinnnnen... 417
PART V
TWO-STROKE ENGINES ......................... 421
12. Introductory Chapter: From a Simple Engine to an
Electrically Controlled Gasdynamic System 423
Cornel C. Stan  FTZ Research and Technology Association Zwickau,
Westsaxon Institute of Zwickau, Zwickau, Germany
12.1 Introduction .............cconiuiiiininennennn.n. 424



Contents xi
12.2  Pollution Formation ............ ... ... ... .... 426
12.3  Methods of Mixture Preparation .................... 429
12.4 Techniques to Reduce Pollution .................... 433
12.5 The Future of the Two-Stroke Engine ................ 436
References ..........cco s, 442
13.  Air Pollution from Small Two-Stroke Engines and
Technologies to Control It 441
Yuji Ikeda and Tsuyoshi Nakjima Department of Mechanical
Engineering, Kobe University, Rokkodai, Nada, Kobe, Japan
Eran Sher Department of Mechanical Engineering, The Pearlstone
Center for Aeronautical Engineering Studies, Ben-Gurion University,
Beer-Sheva, Israel
13.1 Pollutant Formation ............. ... ... ... ....... 442
132 PollutantControl ... ... ... ... i 448
13.3  Flow and Emission Diagnostics (Experimental Results) . . 456
References ........ ... ..ot 473
14. Air Pollution from Large Two-Stroke Diesel Engines
and Technologies to Control It 477
Svend Henningsen MAN B&W Diesel A/S, R&D Department,
Copenhagen, Denmark
14.1 Introduction ............ ..o iiiiiiiiinnenen.n. 478
142 Regulated Emissions . .......... ... ... ... .... 479
14.3 Exhaust Emissions ....................ccui.... 482
14.4  Exhaust Emission ControlTechnologies—NOy Reduction
Techniques .......... ... i 494
14.5 Exhaust Emission Control Technologies—Reduction of
Other Pollutants ............... .. ... ... ........ 516
References ....... ..., 530
PART VI
FUELS ... . 535
15. Introductory Chapter: Fuel Effects 537
David R. Blackmore Shell Research and Technology Centre, Shell
Research Ltd., Thornton, Chester, United Kingdom
15.1 Historical Landmarks ............... ... ... . ..., 538
152 RecentDevelopments ....................covun... 541
153 TheFuture ...... ...ty 544

154 InConclusion ............c.uiiiniiiiinnnnnn...

545



Xii Contents

16. Fuel Effects on Emissions 547

Yoram Zvirin, Marcel Gutman and Leonid Tartakovsky Faculty of
Mechanical Engineering, Technion, Haifa, Israel

16.1 Background ............. ... . . .. iiiiiiian. 548
16.2 Gasolines (SIEngines) ..............c.ccvovvunn. 550
16.3 Diesel Fuels (CIEngines) ......................... 575
16.4 Alternative Fuels .. .............. ... ..o v, 603
References ..........coviniiiniiiniiiiiinannn. 619
Appendix: 1 National Gasoline Specifications ........ 624
Appendix: 2 National Specifications for Automotive
DieselFuel .......... .. i, 639
Appendix: 3 US EPA Models for Calculation of Fuel
Effects on Exhaust Emissions ...................... 645



List of Contributors

PART I

OVERVIEW

1. Motor Vehicle Emissions Control: Past Achievements, Future Prospects

Prof. John B. Heywood

Dept. of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

tel: 617-253-2243

fax: 617-253-5981

e-mail: jheywood @mit.edu

PART II

GLOBAL ASPECTS

2. Environmental Aspects of Air Pollution

Prof. Eran Sher

Dept. of Mechanical Engineering
Ben-Gurion University
Beer-Sheva 84 105

Israel

tel: 972-7-646-1394

fax: 972-7-647-2990

e-mail: sher @menix.bgu.ac.il

3. Health Aspects of Air Pollution

Prof. Rafael Carel
Soroka Medical Center

xiii



Xiv List of Contributors

Beer-Sheva, Israel

tel: 972-7-6494-663

fax: 972-7-649-3934
e-mail: rcarel @post.tau.ac.il

4. Economic and Planning Aspects of Transportation Emission

Dr. Steven E. Plaut

Graduate School of Business Administration
University of Haifa

Haifa 31905, Israel

tel: 972-4824-0110

fax: 972-4824-9194

e-mail: rsec792 @uvm.haifa.ac.il

Dr. Pnina O. Plaut
Faculty of Architecture and Town Planning
Technion, Haifa, Israel

PART IlI
SPARK-IGNITION ENGINES

5. Introductory Chapter: Overview and the Role of Engines
with Optical Access

Dr. Richard Stone

Department of Engineering Science
University of Oxford

Oxford OX1 3PJ

United Kingdom

tel: 44-1865-273-000

fax: 44-1865-273-010

e-mail: richard.stone@eng.ox.ac.uk

6. Combustion-Related Emissions in SI Engines

Prof. Simone Hochgreb

Dept. of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

tel: 617-253-0972

fax: 617-253-9453

e-mail: simone@mit.edu

7. Pollution from Rotary Internal Combustion Engines

Dr. Mark Dulger
Department of Mechanical Engineering



List of Contributors XV

Ben-Gurion University
Beer-Sheva 84 105

Israel

tel: 972-7-646-1353

fax: 972-7-647-2990

e-mail: markd@menix.bgu.ac.il

8. Control Technologies in Spark-Ignition Engines

Prof. Brian Milton

School of Mechanical and Manufacturing Engineering
The University of New South Wales

Barker Street, Gate 14

Kensington, Sydney 2052

Australia

tel: 61-2-385-4088

fax: 61-2-663-1222

e-mail: milton@unsw.edu.au

PART IV
COMPRESSION-IGNITION ENGINES

9. Introduction

Prof. Dr. Franz Pischinger

FEV Motorentechnik GmbH and Co. KG
Neuenhofstrasse 181

Aachen D-52078

Germany

tel: 49-241-5689-10

fax: 49-241-5689-224

10. Combustion-Related Emissions in CI Engines

Dr. Gary Hawley

School of Mechanical Engineering
University of Bath

Bath, United Kingdom

tel: 44-1225-826-860

fax: 44-1225-826-928

e-mail: ensjgh@bath.ac.uk

R. W. Horrocks

Advanced Diesel Engines
Research and Engineering Centre
Ford Motor Company, Ltd.
Laindon, United Kingdom



Xvi List of Contributors

Frank Wallace and Chris Brace
School of Mechanical Engineering
University of Bath

Bath, United Kingdom

11. Control Technologies in Compression-Ignition Engines

Dr. Stephen Charlton

Director, Advanced Diesel Engine Technology
Cummins Engine Company, Inc.

Mail Code 50174

1900 McKinley Avenue

Columbus, Indiana 47201

tel: 812-377-8788

fax: 812-377-7226

e-mail: 103173.622@compuserve.com

PART V
TWO-STROKE ENGINES

12. Introductory Chapter: From a Simple Engine to an Electrically
Controlled Gasdynamic System

Prof. Dr. Cornel Stan

College of Technology and Economics
Westsaxon Institute of Zwickau
Germany

tel: 49-375-536-1600

fax: 49-375-536-1193

e-mail: cornel.stan@fh-zwickau.de

13. Air Pollution from Small Two-Stroke Engines and Technologies
to Control It

Prof. Yuji Ikeda and Tsuyoshi Nakjma
Department of Mechanical Engineering
Kobe University

Rokkodai, Nada

Kobe, Japan

tel: 81-78-803-1114

fax: 81-78-845-2736

e-mail: ikeda@mech.kobe-u.ac.jp

Prof. Eran Sher
Dept. of Mechanical Engineering
Ben-Gurion University



List of Contributors xvii

Beer-Sheva 84 105
Israel

14. Air Pollution from Large Two-Stroke Diesel Engines
and Technologics to Control It

Dr. Svend Henningsen

MAN and B&W Diesel A/S

Copenhagen SV

DK-2450

Denmark

tel: 45-3385-1100

fax: 45-3385-1030

e-mail: svend.henningsen/copenhagen@manbw.dk

PART VI
FUELS

15. Introductory Chapter: Fuel Effects

Dr. David Blackmore
Research Centre

Shell Research, Ltd.
Thornton P.O. 1
Chester CH1 3SH
United Kingdom

tel: 44-151-373-5768
fax: 44-151-373-5674

16. Fuel Effects on Emissions

Prof. Yoram Zvirin

Department of Mechanical Engineering
Technion, Haifa 32000, Israel

tel: 972-4-292-070

fax: 972-4-324-533

e-mail: meryzvi@tx.technion.ac.il



This Page Intentionally Left Blank



Acknowledgments

The editor wishes to acknowledge the following organizations for their support
and cooperation: Ford Motor Co. Ltd., Advanced Diesel Engines Research and
Engineering Centre, UK; FEV Motorentechnik GmbH & Co KG, Aachen,
Germany; Cummins Engine Company, Inc., Advanced Diesel Engine Technology
Columbus, Indiana, USA; MAN and B&W Diesel A/S, Copenhagen Denmark;
Research Centre, Shell Research Ltd., Chester UK; and the Pearlstone Center for
Aeronautical Studies, Ben-Gurion University, Israel.

Academic Press and the editor would like to express their thanks to the fol-
lowing reviewers and other helpful persons for their invaluable comments and
suggestions: David Blackmore, Shell Research Ltd., Chester UK; Mark Dulger,
Ben-Gurion University, Israel; Elbert Hendricks, The Technical University of
Denmark, Lyngby, Denmark; Itzik Henig, Ford Motor Co., UK; Simone Hochgreb,
MIT, Cambridge, Massachusetts, USA; Uri Regev, Ben-Gurion University, Israel;
Zvi Ruder, Academic Press, Boston, Massachusetts, USA; Roger Sierens, Uni-
versity of Gent, Gent, Belgium; Cornel Stan, Westsaxon Institute of Zwickau,
Germany; Richard Stone, Oxford University, Oxford, UK; and Desmond Winter-
bone, UMIST, Manchester, UK.

The authors and editor wish to acknowledge the following publishers for their
kind permission to reproduce figures from their publications: The Society of Au-
tomotive Engineers, American Society of Mechanical Engineers, The Institution
of Mechanical Engineers, Gordon and Breach Science Publishers, The Combus-
tion Institute, Elsevier Science Publishing Company, Edward Arnold Publishers,
Macmillan Press, Automotive Matters International Ltd., and TNO Road-Vehicles
Research Institute.

Special thanks are due to Elizabeth Voit of Academic Press, and to Ian Vino-
gradov and Ilai Sher for a careful preparation of some of the figures and illustrations
in the handbook.

Eran Sher

Department of Mechanical Engineering

The Pearlstone Center for Aeronautical Studies
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Xix



This Page Intentionally Left Blank



Handbook of
Air Pollution from
Internal Combustion Engines
Pollutant Formation and Control



This Page Intentionally Left Blank



PART |

Overview

1  Motor Vehicle Emissions Control: Past Achievements, Future Prospects
John B. Heywood



This Page Intentionally Left Blank



CHAPTER 1

Motor Vehicle Emissions
Control; Past
Achievements, Future
Prospects’

John B. Heywood
Sun Jae Professor of Mechanical Engineering, Director, Sloan Automotive Laboratory,
Massachusetts Institute of Technology, Massachusetts, USA

1.1 Synopsis 4

1.2 Introduction 4

1.3 Motor Vehicles and Air Pollution 5

1.4 The Science of Pollutant Formation and Control 9

1.5 Effectiveness of Current Emission Control Technology 15
1.6 Direct-Injection Engines, Two-Strokes, and Diesels 17

*This chapter is based on the British Institution of Mechanical Engineers, Combustion Engine
Group’s Prestige Lecture, given by the author in London, May 21, 1996 and on the Institution’s George
Stephenson Centennial International Lecture given by the author in November 1997 in Hong Kong,
Kuala Lumpur, Singapore, Australia, and New Zealand.

ISBN: 0-12-639855-0 Copyright © 1998 by Academic Press.
$25.00 All rights of reproduction in any form reserved.



4 Chapter . Motor Vehicle Emissions Control

1.7 Future Prospects 20
References 23

11
SYNOPSIS

Motor vehicles—cars, trucks, and buses—are a major source of air pollution.
For 35 years we have been both learning about the problem and attempting to
control vehicle emissions. In this introduction, we trace the history of our efforts
to understand this important environmental issue and to find effective solutions,
as well as look ahead to the future. While steady progress has been made and
effective technology, such as engine controls, exhaust catalysts, and improved
fuels, has been developed at the individual vehicle level, the full resolution of this
problem still escapes us. Growth in vehicle use and the failure of the emission
controls in a small but significant fraction of vehicles have offset a substantial
part of the anticipated gains. Looking to the future, are prospects for effective
emissions control better? Yes, improved fuel injection, sensors and controls, and
catalyst technologies are being developed, more effective inspection programs are
being implemented, and alternative fuels may play some role. However, growth
in vehicle use will continue to present a major environmental challenge to both
automotive engineers and regulators.

1.2
INTRODUCTION

In the 1950s through studies in Los Angeles, it became clear that emissions from
automobiles were a major contributor to urban air pollution. This smog, formed
in the atmosphere as a result of complex photochemistry between hydrocarbons—
often called volatile organic compounds (HC or VOC), and oxides of nitrogen
(NO, )}—on warm spring, summer, and fall days, results in high ambient levels of
ozone and other oxidants. In addition, automobiles are the dominant source of
carbon monoxide (CO) and of lead. It is not just cars: Light trucks, heavy trucks,
and off-road vehicles also contribute significantly. So do stationary combustion
systems. Even natural (i.e., biogenic) hydrocarbon emissions are important.
Starting in the late 1960s, vehicle emissions in the developed world have
been regulated with increasing strictness. More recently, the fuels that the spark-
ignition and diesel engines in these vehicles use (i.e., gasoline/petrol and diesel)
have been or are about to be subject to more stringent constraints with the intent
of further reducing emissions. This introduction traces the history of our efforts to
understand this important environmental issue and to find effective solutions. We
have made steady progress on improving urban air quality, yet the full resolution
of the problem still eludes us. Looking at this problem of motor vehicles and air
pollution from a broader perspective, there are several important questions. Just
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what is the problem? What have we done so far? Why is it proving to be such
a difficult problem to solve, both fundamentally and in practice? What are the
prospects for future improvements?

It has been my good fortune that the evolution of this problem and our at-
tempts to resolve it have coincided with my own professional career. There is
tremendous excitement and satisfaction in working on a new research problem
with the opportunity to contribute to the development of technology that will help
to resolve the problem. Over the past 30 years we have learned a great deal
more about the internal combustion engine, the prime mover that is so ubiqui-
tous and important to our modern lives. Whether it is a blessing or a curse is
not the issue here: The internal combustion engine exists, is used worldwide in
very large numbers, and that pattern will continue into the future. However, the
internal combustion engine does need to become steadily more environmentally
friendly.

1.3
MOTOR VEHICLES AND AIR POLLUTION

In the United States, cars, trucks, and off-road vehicles are currently estimated to
be responsible for about 40 percent to 50 percent of the HC or VOC emissions,
50 percent of the NO, emissions, and 80 percent to 90 percent of the CO emis-
sions in urban areas. The relative contributions in other parts of the developed
world such as in Europe and Japan are similar. A large fraction of these emis-
sions still comes from cars and light trucks with spark-ignition engines, though
the relative importance of NO, and particulates from diesel engines is rising. Over
the past decade (1982-1991) in the aggregate, CO and VOC emissions from mo-
bile sources have decreased about 40 percent and NO, emissions by 25 percent
despite substantial growth in vehicle miles traveled. However, it is the changes in
seasonal emissions—winter for CO and summer for VOC and NO,—that matter,
and significant differences exist from one urban area to another. It also has be-
come clear that photochemical smog with its high ozone levels is now a large-scale
regional problem transported by the prevailing winds, with ozone concentrations
in rural areas often reaching about half the urban peaks. Air quality measure-
ments in the United States show that urban ozone levels have decreased by about
12 percent over the 1984-1993 decade, and incidents when the ozone National
Ambient Air Quality Standard is exceeded have decreased by 60 percent. Ambient
carbon monoxide levels have decreased by about 40 percent over the same period.
These improvements have come primarily from the engine technology changes
that emissions regulations have demanded.

Auto emissions control has a long history. Exhaust emission standards for
new cars were first set in 1968 (1965 in California), after which the standards for
exhaust emissions became steadily stricter every couple of years until the early
1980s. Much more stringent standards for the 1990s and beyond have now been
established, especially in the United States and Europe (Table 1.1). The strategy
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Table 1.1
Future U.S. Light-Duty Vehicle Exhaust Emission Standards'

Standard type NMOG (6] NOy HCHO
Precontrol (1966) 10.6 84 4.1
Federal
Tier I (1994) 0.25 34 04
Tier I (2003) 0.125 1.7 0.2
California
Conventional 0.25 34 04
vehicles (1993)

TLEVs (1994) 0.125 34 0.4 0.015
LEVs (1997) 0.04 1.7 0.2 0.015
Ultra LEVs (1997) 0.04 1.7 0.2 0.008

NMOG, nonmethane organic gas (sum of nonoxygenated and oxygenated HCs).
Standards are for five years or 50,000 miles. Transitional low-emission vehicles
(TLEVs). Low-emission vehicles (LEVs).

adopted to minimize smog was major reductions in unburned HC emissions with
lesser reductions in NOy. The strategy was chosen in part from our assessment of
how the photochemical smog chemistry responds to changes in HCs and NOy as
well as from the technical feasibility of reducing HCs relative to NO. Emissions
standards for engines in large vehicles (gasoline-fueled and diesel) have steadily
become stricter too, though lagging in time.

Letus focus first on the emissions control issues of automobiles with gasoline-
fueled spark-ignition (SI) engines. While diesel trucks are an important contributor
to air pollution, and diesel cars are growing to be a significant fraction of new car
sales in Europe due to high fuel prices and their higher efficiency, the spark-ignition
engine still dominates the motor vehicle emissions problem. To provide some per-
spective on past and present emissions levels, Table 1.2 gives typical numbers for
the fuel consumed, the engine emissions, and the vehicle exhaust emissions to the
atmosphere per average mile of travel of precontrol and modern passenger cars.
Unburned carbon-containing compounds in the exhaust are fuel HCs and partial

Table 1.2

Typical Automobile Fuel Consumption and Emissions

co
HC~ grams/average mile NOy
Precontrol (1960s) 11 85 4
Current vehicle:
Engine emissions 3 15 2
Tailpipe emissions 0.3 2 0.4

*Fuel consumption: 25 miles/US gallon = 120 g/mile.
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Fig. LI

Electronic
controller

Fuel injection
Exhaust gas

recirculation

Tailpipe
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Iixhaust monolith converter

OXYgen sensor

A modern automobile spark-ignition engine emission control system?.

oxidation products that escape burning during the normal combustion events that
occur in each cylinder of the spark-ignition engine. Carbon monoxide emissions
are significant when the engine is operated under fuel-rich conditions, that is,
when the air in the fuel-air mixture that enters the engine cylinder is insufficient
to convert all the fuel carbon to CO;. Rich mixtures are used as the engine ap-
proaches wide open throttle because they give the highest possible power from the
engine. They also help with combustion stability during engine warm-up and, in
older cars, at idle. Oxides of nitrogen are formed from nitrogen and oxygen in
the high-temperature burned gases created during the combustion of the fuel-air
mixture within the cylinder.

For the past 18 years, catalytic converters in engine exhaust systems have
been used to achieve the large additional reductions in emissions required to meet
mandated emissions standards (see Figure 1.1). In current new vehicles, a properly
working catalyst reduces the emissions of each of the three pollutants—HCs,
NOQ,, and CO—that leave the engine’s cylinders by a factor of about ten before
the exhaust enters the atmosphere. However, it has taken two decades for the
combined catalyst and engine technology to reach this point.

Evaporation of gasoline is an HC source comparable to exhaust HC. There
are three categories of evaporative HC emissions from motor vehicle fuel systems:
(1) diurnal emissions; (2) hot soak emissions; and (3) running losses, generally
thought to occur in that order of importance. Diurnal emissions take place as the
fuel tank of a parked vehicle draws air in at night as it cools down and expels air
and gasoline vapor as it heats up during the day. This “diurnal breathing™ of the
fuel tank can produce evaporative HC emissions of as much as 50 g per day on hot
days. Hot soak emissions occur just after the engine is shut down and the residual
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thermal energy of the engine heats the fuel system. Running losses can occur as
gasoline vapors are expelled from the fuel tank while the car is driven and the fuel
in the tank becomes hot. These losses can be high at high ambient temperatures
or if the fuel system becomes particularly hot while running. Finally, gasoline
vapor can escape from the fuel tank when a vehicle is filled at the service station.
Evaporative HCs have been captured with carbon-containing canisters designed
to absorb the gasoline vapors from these sources, as air is vented from the fuel
system. The absorbed vapors are purged from the canister into the engine and
burned during normal driving. While these evaporative controls have met the test
requirements for two decades, many of these systems have not been nearly as
effective at controlling evaporative emissions in the field.

It is the average emission rate from the total in-use vehicle fleet, as well as
emissions from all other sources, that affect air quality. The average vehicle emis-
sion rate depends on the age distribution of the in-use vehicle fleet, the number
of miles per year vehicles of a certain age are driven (new cars are driven more),
the emissions from cars of a given age which depends on the rate of deterioration
of emission controls and any tampering, and the reductions of emissions resulting
from inspection and maintenance (IM) programs. Ambient temperature, average
driving speed, and driving pattern also affect the average emission rate. Evapora-
tive HC emissions can be converted to grams per mile and added to exhaust HC
emissions to estimate total HC emissions.

Major efforts have and are being made to model these phenomena to provide
quantitative input for evaluating air pollution reduction strategies. Figure 1.2 shows
a typical output from such a calculation for the light-duty vehicle fleet. On a per
car basis, progress looks encouraging. In the United States, today’s average in-use
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car has about one-fifth the HC and CO emissions and one-half to one-third the
NO, emissions of a precontrol car of 25 years ago. However, the number of miles
driven in major urban areas has gone up, and the emission rate is the product of
grams per mile and miles driven. During this same 25-year period, the urban miles
traveled in the United States per year increased by a factor of two, so part of this
decrease in per car emissions (about one-quarter of the decrease in HCs and CO but
some two-thirds of the decrease in NOy) merely offsets this increase in mileage.
The predicted future emission rates are based on the assumption that the future
purchase of vehicles by consumers will follow the historical trends.

1.4

THE SCIENCE OF POLLUTANT FORMATION
AND CONTROL

We now turn to the basic reasons why spark-ignition engines in cars are such a
significant source of air pollutants. Engineers worldwide have learned a great deal
about where these poltutants come from over the past 30 years. This knowledge has
helped greatly in the development and design of effective emission control systems.

As mentioned previously the three pollutants of concern in the spark-ignition
engine exhaust, CO, NOy, and HC (or VOC), originate within the engine cylinder.
Figure 1.3 illustrates the essential features of the processes involved.® Carbon
monoxide is always present in the combustion products of close-to-stoichiometric
fuel-air mixtures, that is, mixtures with just the right amount of air to fully oxidize
the fuel. With excess air, CO levels are relatively low since almost complete
oxidation of the fuel carbon occurs. With increasingly fuel-rich mixtures, the CO
levels rise rapidly. As the burned gases inside the cylinder cool during expansion
and exhaust, the CO oxidation chemistry becomes sufficiently slow so that CO
levels freeze out well above equilibrium exhaust values. But the primary variable is
whether the engine is lean, stoichiometric, or rich. Nevertheless, with the close-to-
stoichiometric operation of modern spark-ignition engines, and with good exhaust
catalyst systems, CO emissions can now be adequately controlled.

NO, emissions also originate in the in-cylinder, high-temperature burned
gases, when molecular collisions between nitrogen molecules and oxygen atoms
become sufficiently vigorous to break the N-N bond. A nitric oxide molecule
(NO) results and the N atom also formed rapidly finds oxygen to form another
NO molecule. This air pollutant formation chemistry occurs in all combustion
systems, making these significant NOy sources too. But spark-ignition engines are
an especially significant source because of the very high burned gas temperatures
that result from the combination of compression due to piston motion and in-
cylinder combustion inherent in the operation of the Otto cycle engine. The critical
variables for NO formation are the maximum burned gas temperature and the
relative concentration of oxygen. Today, under typical driving conditions with
the engine at part load, in-cylinder NO control is achieved by recycling some
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5 percent to as much as 20 percent of the engine’s exhaust gas to the intake.
This recycled exhaust dilutes the incoming fuel-air mixture (by effectively adding
thermal capacity) so that after combustion, the burned gas temperatures are reduced
by almost the same percentage as the amount of gas recycled.

The origin of the HC emissions is of special importance because California
has set extremely stringent exhaust HC emission standards for the next few years,
and the rest of the United States and Europe have largely followed California’s
standard-setting lead. The basic question with the HC emission problem is: Why
doesn’t all the fuel burn inside the engine? As Table 1.2 showed, 1.5 percent



1.4 The Science of Pollutant Formation and Control 1

Table 1.3

How Gasoline Compounds Escape Burning During Normal Combustion
in the Four-Stroke SI Engine

Gasoline vapor-air mixture compressed into the combustion chamber crevice volumes.

Gasoline compounds absorbed in oil layers on the cylinder liner.

Gasoline absorbed by and/or contained within deposits on the cylinder head and piston crown.

Quench layers on the combustion chamber wall left as the flame extinguishes close to the walls.

Gasoline vapor-air mixture left unburned when the flame extinguishes prior to

reaching the walls.

6. Liquid gasoline within the cylinder that does not evaporate and mix with sufficient air to burn
prior to the end of combustion.

7. Leakage of unburned mixture through the (nominally) closed exhaust valve.

PRl

to 2 percent of the gasoline fuel escapes the engine unoxidized. The answer to
this question is extremely complex, as yet imperfectly understood, impacts many
critical engine processes (e.g., fuel injection and gasoline-air mixture preparation),
and ends up showing that the HC emission problem is also a significant fuel
economy problem too.* It is an important question, and it has been one of my
major research interests for almost 30 years.

There are many mechanisms by which fuel or fuel-air mixture escapes burn-
ing during the normal engine flame propagation process that releases most of the
fuel’s chemical energy (see Table 1.3). Let us look at the largest of these: crevices
or narrow volumes connected to the engine’s combustion chamber, where fuel-air
mixture can flow in but the flame cannot penetrate. Figure 1.4 shows the location

Fig. 1.4.
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Location of the crevice volumes in the engine combustion chamber where fuel-air mixture flows
in and escapes combustion.
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of these crevice regions in more detail; the largest is the region between the piston,
rings, and cylinder liner. At the end of the normal combustion process, some
4 percent or 5 percent of the fuel-air mixture, unburned, resides in these regions.
The other HC sources listed in Table 1.3 together contain an additional 3 or 4
percent of the fuel. In total, recent estimates suggest that about 9 percent of the
gasoline within the cylinder when the intake valve closes escapes burning during
normal combustion.

How does this figure get reduced to the 1.5 percent to 2 percent of the fuel
that leaves the engine as HC, as shown in Table 1.2? We now know that this is due
to oxidation and retention of some of these hydrocarbons in the cylinder as shown
in Figure 1.5. As the cylinder pressure falls during expansion, the HC stored in
crevices, in oil layers on the liner, and in deposits on the cylinder head and piston,

Fig. 1.5.
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Schematic flowchart for the gasoline fuel that enters each cylinder during each cycle. Most
of the fuel burns during the normal engine combustion process. A significant fraction escapes
burning as the various mechanisms store fuel. These become the hydrocarbon sources which,
when reduced by oxidation and retention in the cylinder, result in engine-out HC emissions.
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flows or diffuses out into the hot burned gases in the cylinder and a significant
fraction (about half) oxidizes. Then, during exhaust, only about two-thirds of the
remaining hydrocarbons are exhausted from the cylinder, and about one-third of
these hydrocarbons then oxidize in the exhaust port. Thus, the 1.8 percent of the
fuel typically measured in the engine exhaust as HC corresponds to a much larger
fraction of the fuel not burning when it should—during normal combustion. This
unexpected “incompleteness” of combustion is a direct engine torque and fuel
economy loss of significant magnitude.*

The engine controls implemented for HC emissions are in the design de-
tails that affect the various HC sources (e.g., smaller crevice volumes by raising
the top ring), good control of the fuel injection process especially when the engine
is started and warming up, and a combustion system that produces a fast flame
propagation process with low variability from one cycle to the next.

The exhaust catalyst, however, has become the most important component in
the total emission control system. Today, the so-called three-way catalyst (TWC)
technology now removes a very large fraction of the three pollutants (CO, NOj,
and HC), that enter it. When fully warm, modern TWC catalysts, which must
operate close to the stoichiometric air-fuel ratio, are over 95 percent effective.
Close-to-stoichiometric operation is essential: CO and HC removal requires an
oxidizing environment; NO removal requires a reducing environment. Stoichio-
metric exhaust gas fortunately provides both these environments together (see
Figure 1.6 which shows how the catalyst efficiency-—percent of entering pollutant
removed—varies with the air-to-fuel ratio of the exhaust gases; 14.6 is the stoichio-
metric ratio). These catalysts (see Figure 1.7) currently use platinum and rhodium
as the active catalyst materials, with ceria (CeO,) to provide an oxygen-storage ca-
pability to continue CO and HC oxidation when the exhaust gas is slightly rich. The

Fig. L6, S ES———

Conversion efficiency for NO, CO, and HC for a three-way catalyst as a function of the exhaust

as air-fuel ratio. The narrow high-efficiency air-fuel ratio window is clear
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noble metals and ceria are dispersed on the surface of an alumina washcoat, which
is bonded to a lightweight monolithic honeycomb support. This construction,
through the appropriate length-diameter ratio of individual honeycomb channels
and highly porous washcoat surface, exposes the exhaust gases to a very large
surface area—some 100 m?/g of washcoat material.

Precise operation of the engine at stoichiometric is not feasible without a
feedback system. AsshowninFigure 1.1, an oxygen sensor in the exhaust manifold
is used to determine whether the exhaust gas is lean or rich, and the control system
adjusts the fuel metering accordingly. The sensor used is an electrolytic cell, with
a solid stabilized-zirconia electrolyte with high-surface-area platinum electrodes.
Stabilized zirconia conducts current through oxygen ion transport, and the voltage
generated across the cell is dependent on the oxygen partial pressure in the exhaust
gases (which are chemically equilibrated by the platinum electrode) on one side of
the cell, relative to that of air on the other side which acts as the reference. Thus,
as the exhaust gas moves from lean through stoichiometric to rich, the exhaust gas
oxygen partial pressure ratio across the cell decreases enormously and the voltage
increases substantially. The cell acts like a switch. It proves advantageous for high
catalyst efficiency for all three pollutants to oscillate the relative air-fuel ratio of
the engine about stoichiometric with an amplitude of a few percent and frequency
of about 1 Hz. For the catalyst and the oxygen sensor, critical durability issues are
the levels of poisons (such as lead and sulfur) in the gasoline and the maximum
temperature to which the catalyst is exposed.

With appropriate quality fuels, and in the absence of component failures or
malfunctions, engine controls such as precise fuel metering to achieve a stoichio-
metric mixture during all modes of vehicle operation, fast combustion system,
accurate control of spark timing and exhaust gas recycle rate, low thermal inertia
exhaust system, durable and highly effective exhaust oxygen sensor and catalyst
are proving remarkably successful at meeting the emission regulations. Problems
result, however, when critical system components fail or malfunction; emission
levels then rise substantially.
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1.5

EFFECTIVENESS OF CURRENT EMISSION
CONTROL TECHNOLOGY

Despite this remarkable progress in developing emission control technology, as
explained previously, progress in reducing aggregate emissions from the total in-
use vehicle fleet and hence in improving air quality has been much slower. (We
do not belittle the progress that has been made—any progress is a real achieve-
ment.) Many reasons have been suggested for this slower than hoped for progress:
Emissions test procedures underestimate in-use emissions; the extremes of vehi-
cle use (e.g., many cold starts, lots of stop-and-go driving) add much more to the
average than we now think; actual fuels are more variable and less clean than the
specifications suggest; emissions at the extremes in temperature (really cold days
for CO and really hot days for HC and NOy) that determine when the air quality
standards are exceeded are higher relative to standard tests than we expect; and
tampering with and the malfunction or failure or incompetent repair of emission
control system components result in a fraction of the vehicle fleet having very high
emission levels. While all these factors do contribute to vehicle emissions being
higher than we thought, it is the last of these that is the most important: This has
become known as the high-emitter problem.

A valuable tool used to quantify the extent and impact of these high-emitting
cars is remote sensing (Figure 1.8). Cars drive through a beam—IR for CO and
HC, and UV for NO,—-across the roadway at the typical tailpipe exit height. The
beam is absorbed by the CO, HC, and NO;, and by CO,, in proportion to the
amount of these gases present. (The CO, absorption provides the calibration; its
concentration in spark-ignition engine exhaust gases is a fixed quantity.) The li-
cense plate of the vehicle is recorded on a video camera so the vehicle registration
can be accessed. The emissions of over 2 million cars in many different coun-
tries have been tested in this way. The results obtained (for HC, for example, in
California, Figure 1.9) show a consistent pattern. The good news is that emission

Fig. 1.8.
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levels have steadily come down as new and better emission control technology is
employed. But for every model year of vehicles, newer through older, the worst-
emitting 20 percent or quantile has much higher emissions than the rest of the
distribution and, when weighted by its fraction of the total fleet, contributes more
than half the emissions.”

It sounds too simple to say that half the total fleets’ CO and HC emissions
come from the worst 10 percent of the vehicles on the road, but it is indeed true!
(The NOy picture as yet is less clear.) And these high emitters are found in all
model year vehicles; it is not just the old cars that are high emitters. Our emission
control technology, developed with much hard work by engineers over the past
25 years, is very effective at reducing emissions from most cars on the road for
much of their useful life, but its failure to achieve this control in a small fraction
of the vehicle fleet offsets a substantial part of the reductions realized in the vast
majority of the fleet. Our future efforts to reduce emissions must somehow deal
with this reality.

1.6
DIRECT-INJECTION ENGINES, TWO-STROKES, AND DIESELS

Two other internal combustion engines are in widespread use besides the four-
stroke cycle spark-ignition (SI) engine: the two-stroke gasoline engine and the
diesel. In transportation, the two-stroke gasoline engine is used in the developing
world for powering bicycles, small motor scooters, and motor bikes, because of its
small size and weight, and low cost. The diesel dominates the truck engine market
because its efficiency is substantially higher than that of the spark-ignition engine.
In many countries the diesel has captured a significant share of the automobile en-
gine market for similar reasons, especially in countries where fuel prices are high
and where diesel fuel is taxed less than gasoline. While the fundamentals of the pol-
lutant formation processes are similar in these other two engines, the details differ
significantly and with the diesel there is a new problem—exhaust particulates.

The two-stroke cycle engine exhausts the burned gases from the cylinder
largely by blowing in fresh air during approximately one-third of each crankshaft
revolution as the crank moves through its bottom position. To make this scavenging
process effective, a significant fraction of the fresh air flowing into the cylinder
through the transfer ports in the bottom of the cylinder liner inevitably flows
straight out of the exhaust ports (usually placed on the other side of the liner).
With the simplest, small two-stroke SI engines that are carbureted, the gasoline
is mixed with the air prior to entering the cylinder. So this short-circuiting of
air directly through the cylinder results in a corresponding loss of fuel. This is a
substantial fuel economy penalty (up to 25 percent), and results in very substantial
hydrocarbon emissions. Thus, in cities with large numbers of motorized bicycles,
motor scooters, motorcycles, and three-wheel taxis, the two-stroke cycle engine is
an important source of emissions.
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Substantial development efforts over the past 15 years have explored the po-
tential of using direct in-cylinder gasoline injection to avoid this loss of fuel during
scavenging. These efforts have been targeted at the automotive, the marine, and the
motorcycle sectors. Figure 1.10 shows one of the more promising direct-injection
technologies developed by the Orbital Engine Company applied to a crankcase-
scavenged, two-stroke cycle engine. The necessary emission control with this
concept is achieved by direct injection of gasoline into the cylinder, with an air-
assist injector that achieves good dispersion of the fuel with very small drop sizes,
after the rising piston closes the exhaust ports. Additional scavenging control is
achieved with an exhaust flow control device (shown in the figure), a low-thermal-
inertia, tuned, exhaust system, and a close-coupled oxidation catalyst to achieve
fast light-off for HC and CO control. NOy control is achieved within the cylinder.
The two-stroke scavenging process leaves significantly more burned gases inside
the cylinder, mixed with the fresh air, than does the four-stroke gas-exchange
process. This additional residual burned gas in the in-cylinder fuel-air mixture
reduces peak burned gas temperatures and the NO formation rate significantly.

Whether or not this new direct-injection, two-stroke cycle technology will
significantly penetrate the small engine/motorcycle market will depend on the
cost of these fuel injection systems. Whether or not it becomes widely used in the
automobile market will depend on the degree to which its durability and cost can
be improved sufficiently to justify the development effort required to make this
technology mass production feasible.

The diesel is the most efficient engine currently available and, consequently,
is widely used in transportation (trucks, buses, railroads, and cars) when fuel
economy is especially important. In the most efficient form of the diesel, the fuel



1.6 Direct-Injection Engines, Two-Strokes, and Diesels 19

Fig. LIL.
L ret
A——=y p———n
¢ PN
T TRON
9 <M=
= [+ .'.T‘-"r'.
(@)
&»\_.
-~ - —
I_\‘_-_-_._-_._'______.J
conventional advanced

(a) Modern four-valve-per-cylinder turbocharged small high-speed direct-injection diesel (cour-
tesy of Ford Motor Co.) (b) Fuel spray and bowl-in-piston combustion chamber characteristics
of conventional (two valve, off axis inclined fuel nozzel, deep bowl, high swirl) and advanced
(four valve, on-axis injector, shallow bowl, higher injection pressure-1600 bar, lower swirl)
technology direct-injection diesel combustion systems (courtesy of Mercedes-Benz AG).

is injected with a high-pressure injection system into a combustion chamber or
bowl in the top of the piston toward the end of the compression process, as shown
in Figure 1.11. The injected liquid fuel atomizes, forms a spray, vaporizes, mixes
with the high-temperature air, and spontaneously ignites shortly after injection.
Once combustion starts, it continues as additional fuel mixes with air to form a
combustible mixture. Diesel emissions of hydrocarbons and carbon monoxide
are low because combustion is almost complete and the engine always operates
lean, with excess air. NO, emissions are high, however, because bumed gas
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temperatures are high. The three-way catalyst technology employed to good effect
in the standard gasoline engine cannot be used to reduce NOj levels in the diesel
exhaust because the exhaust gas is lean rather than stoichiometric. Also, the fuel-
air mixing process during combustion produces soot particles in the highly rich
regions of each fuel spray. Some of this soot survives the combustion process
unburned and absorbs high molecular weight hydrocarbons from the oil and fuel
and sulfur as sulfate in the exhaust to form particulates.

Substantial control of NO, emissions, and especially particulate emissions,
from diesels has been achieved by modifications to the combustion process. Use
of fuel injection equipment with very high liquid fuel injection pressures (~2000
bar), and careful matching of the geometry of the bowl-in-piston combustion
chamber, air motion, and spray geometry have significantly reduced soot forma-
tion by increasing fuel-air mixing rates. More careful control of lubricant behavior
has reduced the high molecular weight hydrocarbon particulate component that is
absorbed onto the soot. Use of low-sulfur fuels has reduced the sulfate compo-
nent of the particulate. Oxidation catalysts in the diesel exhaust are increasingly
being used to reduce further the soluble organic component of the particulate.
NOy reductions to date have been achieved by careful control of engine inlet air
temperatures (e.g., turbocharged engines use an aftercooler to achieve low NO,
emissions), and with substantial injection retard to delay most of the combustion
process to the early part of the expansion stroke. This latter strategy, of course,
worsens fuel consumption by several percent.

While the diesel has made progress in reducing emissions (by about a factor
of 3 to 4 for particulates, and a factor of 2 to 3 for NOy ), making this engine, whichis
the most efficient engine available, more environmentally friendly is an important
task for engine developers and designers. Achieving substantially lower NO, emis-
sions is the major challenge. Some of this reduction could come from recycling
exhaust gas, and a lesser amount from improvements in fuels. Whatis really needed
is exhaust catalyst systems for NO, reduction in the fuel-lean and low-temperature
diesel exhaust environment. Lower levels of particulates will also be required.

In addition to these two-stroke and high-speed diesel engines, the direct-
injection four-stroke spark-ignition engine is a potentially attractive new techno-
logy. Already in production in Japan,® this gasoline direct-injection engine offers
improved fuel economy and is, therefore, one way to reduce vehicle CO; emissions.
However, this engine’s exhaust emissions are no better than those of the standard
spark-ignition engine, and since it usually operates lean at light load, it requires a
new catalyst technology to reduce NO,.

1.7
FUTURE PROSPECTS

Our future efforts to reduce emissions from light-duty vehicles are focusing on
three areas: improvements in fuels, stricter new car emission standards, and means
for enforcing better in-use compliance. Let me comment on each of these.
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Table 1.4
California Phase II Gasoline Specifications (Effective March 1, 1996)!

Flat 1990 California

Measure limits* Cap average
Reid vapor pressure (psi)t 70 8.5
Sulfor (ppmw) 40 80 150
Benzene (percent by volume) 1.0 1.2 20
Aromatics (percent by volume) 25 30 32
Olefin (percent by volume) 6 10 9.9
Oxygen (percent by weight) 181022 1.8102.7 0

Too (°F) 300 310 330

Tso (°F) 210 220 212

*Flat limits met by each gallon.
f Applies to summertime only and varies according to location.

Reformulated gasoline is being introduced in those areas in the United States
where air pollution is most severe. Table 1.4 shows California’s specifications for
the second stage in its gasoline improvement program. The principal differences
from standard gasoline are lower volatility, less sulfur, lower aromatic and olefin
content, adding an oxygen-containing component, and a lower high end or maxi-
mum boiling point. The increase in cost is about 10 percent of the actual fuel cost
(before taxes). The major emission benefits are reduced evaporative HC emissions,
less reactive HC compounds in the exhaust, and improved catalyst performance
from lower levels of sulfur—a catalyst poison. Most but not all of the required fuel
changes are advantageous: The database available when these regulations were re-
quired by law was not complete enough to get it all right. The advantage of fuel
changes is that they can impact the total car fleet within a short period of time (it
takes only a few years to modify the fuel supply system), whereas changes in new
vehicle technology take more than ten years to penetrate the fleet. A good case can
be made for regulations that will reduce evaporative emissions via gasoline volatil-
ity controls, require low levels of sulfur, and reduce the upper boiling point of the
fuel in regions with problems meeting ambient ozone standards. Overall, a reduc-
tion in exhaust and evaporative emissions in the 15 percent to 30 percent range is
projected.'

Alternative fuels—natural gas, liquid petroleum gas, methanol, and ethanol—
have been much in the news too. While the first two do achieve significantly lower
emission levels, either the vehicle conversion cost or the fuel cost is too high at
present for these alternatives to achieve any substantial market share.

Ever stricter new car emission standards are forcing the development of
better emission control system technology, especially in catalysts, sensors, fuel
injection technology, and engine controls. These are promising areas for technol-
ogy improvements and offer hope of more effective and durable control of in-use
vehicle emissions. California has set extremely stringent future exhaust emission
standards, especially for exhaust HC (the ULEV requirements, see Table 1.1),
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which are forcing the development of technologies that get the catalyst hot enough
to be effective extremely quickly after a cold start. Examples of these technolo-
gies for four-stroke SI engines are electrically heated catalysts, exhaust gas ignition
(which operates the engine very rich and then combusts the hydrogen produced in
the exhaust with extra air to heat the catalyst), and use of excessive spark retard
immediately after engine start-up so the very hot exhaust gases heat the catalyst
directly (see Figure 1.12). A concern with these technologies (the first two, es-
pecially, are costly) is that they are “active” rather than “passive”: That is, for a
short period of time the engine and emission control system operate in a different
nonstandard mode. Reliance upon such active systems, which must be carefully
controlled, may not augur well for effective and durable in-use emission control
behavior. This area is important; in the long run we will need steadily improving
control technology to continue to offset the growth in vehicle use projected for the
next several decades.

The third area I listed earlier is probably the most important for realizing
significant reductions in in-use vehicle emissions in the next decade, and it is
perhaps the most challenging because it involves people’s behavior. Regulations
are forcing the use of on-board diagnostics to monitor the behavior of critical
engine/emission control system functions to ensure that they are not malfunc-
tioning. Over time, an extensive set of functions must be continually evaluated
(e.g., whether any misfires or noncombusting cycles occur, whether the catalyst
still has substantial oxygen-storage capacity). Some of these requirements are
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relatively straightforward; many are extremely difficult to accomplish with the
reliability and durability needed to avoid excessive warranty costs and customer
complaints.

The other piece of the in-use emissions problem is implementing effective
on-the-road emissions surveillance programs (using remote sensing) and emis-
sions inspection programs (usually required annually), which separately or in
combination identify high-emitting cars and force their repair. When operated
well, honestly, and with the appropriate equipment, surveillance and inspection
do effectively identify the cars that should be fixed. However, getting these cars
fixed has proved more challenging. The vehicle service industry broadly lacks
the diagnostic and repair competence to do this adequately, and often the cost of
repair is beyond the financial resources of the vehicle owner and user. Making this
critical aspect of achieving effective emission control work is a socioeconomic
and, hence, political problem of substantial dimensions.

Will this engineering and regulation make the internal combustion engine
with its petroleum-based fuel sufficiently environmentally friendly so that it re-
mains our best choice? From the perspective of urban air pollution and the next
couple of decades, my own judgment is that it will—but it will not be easy. How-
ever, making the alternatives (hybrids, fuel cells, battery electric vehicles) attractive
and feasible will be even harder!”
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21
INTRODUCTION

An air pollutant is a substance or effect dwelling temporarily or permanently in
the air, which adversely alters the environment by interfering with the health, the
comfort, or the food chain, or by interfering with the property values of people.
A polluting substance can be a solid, liquid, gas, or submolecular particle, and
may originate from a natural or an anthropogenic source, or both. It is estimated
that anthropogenic pollutants in the atmosphere have changed the composition
of the global air less that 0.01 percent. It is, however, widely accepted among
scientists that even such a small change can have a significant adverse effect on the
climate, ecosystems, and species of the planet. This is true in particular when the
effects of rain acidity, urban air composition, and solar ultraviolet (UV) radiation
are considered. The world’s primary air pollutants, their sources, and effects on
human health are summarized in Table 2.1.

2.2
GLOBAL EFFECTS

2.21 The Stratospheric Ozone Layer

The ozone layer is a region of the atmosphere 15 to 30 km above the earth’s
surface that acts as a barrier to radiation by filtering out harmful ultraviolet rays
from sunlight before they reach the surface of the planet, thus protecting the
biosphere. The ozone layer is formed naturally in the upper atmosphere by the
action of the sun’s ultraviolet rays. In this layer most of the sun’s ultraviolet
radiation is absorbed by the ozone molecules, causing a rise in the temperature
of the stratosphere and preventing vertical mixing so that the stratosphere forms a
stable layer (Figure 2.1). Some ultraviolet light, however, does reach the ground.
It is in a waveband from 290 to 320 nm, known as UV-B. It causes sunburn, some
forms of skin cancer, and is associated with eye problems such as cataracts. In
contrast to its harmful effects, the UV-B radiation is an important ingredient in the
formation of vitamin D. Owing to the ozone layer, radiation with wavelengths in
the band from 240 to 290 nm, known as UV-C, does not reach the ground at all.
Radiation within these wavelengths destroys nucleic acids (RNA and DNA) and
protein.

The ozone layer spans most of the stratosphere. It exists because oxygen
filtering up from the top of the troposphere reacts under the influence of sunlight
to form ozone. This photodissociation of oxygen is greatest above the equator and
the tropics where solar radiation is strongest and most direct. From these regions,
ozone is transported by winds within the stratosphere around the earth toward the
polar regions to maintain the ozone layer.
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World’s Primary Air Pollutants—Their Sources and Effects on Human Health

Pollutant

Natural source

Anthropogenic
source

Known or suspected
effect

Carbon monoxide
(CO)

Nitrogen oxides
(NO) and (NOy)

Particulates

Sulfur dioxide
(302)

Ozone
(03)

Carbon dioxide
(COy)

Hydrocarbons
other than
methane (VOCs),
i.e., volatile
organic
compounds
Methane
(CHy)

Chlorofluorocarbons
(CFCs)

Unnoticeable

Lightning and
bacterial activity
in soils

Forest fires, wind
erosion, and
volcanic eruptions

Volcanic eruptions
and decay

Lightning and
photochemical
reactions in the
troposphere

Animal respiration,
decay, and release
from oceans

Biological processes

Anaerobic decay, cud-
chewing animals
(cows, sheep, etc.),
and oil wells

None

Fuel-rich and
stoichiometric
combustion mainly
from motor vehicles

High-temperature
combustion mainly
from motor vehicles

Coal, waste, and fossil
burning

Coal combustion, ore
smelters, petroleum
refineries, and diesel
engines

Product of
photochemical
reactions in
photochemical smog

Fossil-fuel and wood
combustion

Incomplete
combustion and
volatiles

Natural-gas leak and
combustion

Used as solvent,
aerosol propellant,
and refrigerant

Reduces the oxygen-
carrying capacity of the
blood by combining
with haemoglobin, thus
deprives tissues of Oy

Cause eye, throat, and
lung irritation. Primary
pollutants that produce
photochemical smog
and acid rain, destroy
ozone at the stratosphere

Breathing difficulties

Causes eye, throat, and
lung irritation. Primary
pollutants that
produce acid rain

Causes eye, throat, and
lung irritation, impairs
lung function

Partly responsible for the
atmospheric greenhouse
effect

Primary pollutants that
produce photochemical
smog

Partly responsible for the
atmospheric greenhouse
effect

Destroy ozone at the
stratosphere, thus
reduce the ozone UV
protective layer
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In the whole stratosphere, at an altitude between 15 and 50 km, there are
only about 5*10° tons of ozone. If all the ozone could be brought down to sea level
and spread evenly around the globe, the pressure of the atmosphere would squeeze
it into a layer just 3 mm thick [1]. The total overhead amount of atmospheric
ozone at any location is expressed in terms of Dobson units (DU). One such unit
is equivalent to a 0.01-mm thickness of pure ozone at standard conditions. The
normal amount of overhead ozone at temperate latitudes is about 350 DU. Ozone
concentrations in the tropics usually average 250 DU, whereas those in subpolar
regions are about 450 DU.

2.2.2 The Chemistry of the Ozone Layer

The chemistry of ozone depletion is driven by energy associated with light from
the sun. Ozone in the stratosphere is constantly being formed, decomposed, and
reformed during daylight hours by a series of reactions that proceed simultane-
ously. Ozone is produced in the stratosphere because there is adequate UV-C
from sunlight to dissociate some O, molecules and so to produce oxygen atoms
(this reaction absorbs and, therefore, contributes to the filtration of UV-C from
sunlight):
Uv-C
02 — 20 (2 1)
Most of the oxygen atoms collide with other O, molecules and form ozone:
O+ 0y —> O3 + heat (2.2)

The ozone gas absorbs and, therefore, filters UV-C and partiaily filters UV-B from
sunlight, and is destroyed temporarily in this process:
UV-B and UV-C
O;———— 0, +0" (2.3)

where * denotes an excited state. The ozone is also destroyed when reacting with
oxygen atoms, thus:

03 +0 — 20, 24

Ozone is not formed below the stratosphere due to a lack of the UV-C required to
produce the O atoms necessary to form Os; this type of sunlight has been absorbed
by O, and Oj in the stratosphere through reactions 2.1 and 2.3.

2.2.3 The Ozone Hole

Measurements of the overhead amounts of atmospheric ozone at the Antarctic
Circle indicate that the total amounts of ozone each October have been gradually
falling, with precipitous declines beginning in the mid-1970s. Many scientists
believe that the changes in the size of the ozone hole are a naturally occurring
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Table 2.2

The More Important Ozone-Depleting Chemicals [3]

Contributionto  Lifetime in the

Chemical ozone depletion atmosphere
formula [%] [years] Main use
Dichlorodifluoromethane  CCLF; 45 111 Aerosols, air
CFC-12 conditioning,
foams, and
refrigeration
Trichlorofluoromethane CCI3F 26 74 Aerosols, foams,
CFC-11 and refrigeration
Trifluoroethane CCLFCCIF, 12 90 Solvents
CFC-113
Carbon tetrachloride CCly 8 67 Solvents
Methylchloroform CyHiCl3 5 8 Solvents
Bromotrifluoromethane CBrFs 4 110 Fire extinguishers
Halon 1301

phenomenon, and that many natural and human activities have amplified the
event. For example, volcanic eruptions throw volcanic sulfuric acid high in the
atmosphere, which can enhance the destructiveness of the chlorine chemicals that
attack the ozone layer. It is therefore widely accepted that the hole increases
each year because of human activities, especially the introduction of chloroflu-
orocarbons (CFCs) and hydrogen bromide (HBr) into the atmosphere. These
substances were largely used (and still are being used today although to a lesser
extent) as solvents, aerosol propellants, and refrigerants. The more important
ozone-depleting chemicals are shown in Table 2.2. As the CFCs rise into the
stratosphere, ultraviolet radiation is intense enough to split the CFC molecules
and liberate chlorine atoms. The chlorine then attacks the ozone and detaches an
oxygen atom from the ozone molecule to form chlorine monoxide (Cl0), leav-
ing behind an ordinary molecule of oxygen (O;).When a ClO molecule collides
with a free oxygen atom, the oxygens combine into an ordinary molecule of oxy-
gen and free the chlorine to detach another oxygen molecule from another ozone
molecule. Each chlorine atom can catalytically destroy many tens of thousands of
ozone molecules in this manner. Past emissions of CFCs molecules will, therefore,
remain in the atmosphere for decades with the potential to continue to harm the
ozone layer. Thus, if a chloromethane molecule is considered as an example of a
CFC species:

uv-C

CH;Cl(chloromethane) —— Cl*(atomic chlorine) + CH3 2.5)
CI*+0; — CIO* + 0, 2.6)
ClIO*+0 —CI*+ 0, Q.7
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and the net effect is:
0;+0 — 20, (2.8)

It is important to note that oxides of nitrogen act in a similar catalytic way to
convert ozone and oxygen atoms into molecular oxygen:

NO* + 03 — NOj + 0O, (2.9)
and,
NO; +0 — NO* + 0, (2.10)

with the same net effect as previously (equation 2.8).

By the mid-1980s the overall loss in ozone at some altitudes over Antarc-
tica during springtime amounted to more than 50 percent of the total overhead
amount—a #ole in the ozone layer had been defined. A similar phenomenon now
appears each spring over Antarctica and lasts for several months. (The period
from September to November corresponds to the spring season at the South Pole.)
In 1993, the ozone concentration dropped to a record low of 90 DU in early Oc-
tober. The average amount of ozone loss in the stratosphere is estimated to be
5 percent per decade {an average depletion rate of 0.51 percent per year). The
worldwide loss of ozone has become a major environmental concern, since it re-
sults in less protection to life on the earth’s surface from the harmful ultraviolet
solar radiation.

It was not clear for several years after its discovery whether the hole was
due to natural meteorological forces or due to chemical mechanisms involving air
pollutants. Today it is commonly accepted that the hole indeed does occur as a
result of chiorine and nitric oxide pollution. Furthermore, it is believed that the
hole will continue to reappear each spring for the next several decades, and that a
corresponding hole may appear one day above the Arctic (North Pole) region.

2.2.4 Global Warming

In 1896 Arrhenius coined the term greenhouse effect and predicted that the burning
of fossil fuels would increase the amount of carbon dioxide in the atmosphere and
lead to a global warming of the world’s climate. Today there is no broad consensus
among scientists concerning the increase in global temperatures. Some studies
have indicated that the average temperature of the world has risen by 0.5°C since
1600. Other studies have noted temperature increases between 0.3°C and 0.6°C
in the past 100 years. It is also not clear whether the temperature rise is due to the
carth’s natural climate cycle or a result of the increase in some specific gases from
human activity.

Some scientists, however, believe that the greenhouse effect is leading to
the most rapid climate change in the history of civilization, and this will have
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immense effects for all life on earth. One theory, for example, states that runaway
greenhouse gases will cause a rise in temperature of 5°C over the next 100 years.
Such a major increase could melt glacial ice sheets, raising sea levels by 50 cm
or more, and inundating coastal cities. In addition, cloud cover would increase
and affect flora and fauna. Another study predicts that the global average tem-
perature will increase by 1°C by the year 2030 and will change the agricultural
patterns around the world. It is, however, important to note that due to natural
fluctuations in local climate, it is difficult to determine the global warming effect
in quantitative terms. Furthermore, though there is an agreement that atmospheric
concentration of carbon dioxide, which is considered as a major greenhouse gas
(Section 2.2.5), is increasing, there is no solid evidence that the increase is due to
human activities.

2.2.5 Greenhouse Gases

In the earth’s natural warming cycle, the earth is blanketed by an atmosphere of
nitrogen (78.1 percent by volume), oxygen (20.9 percent), and argon (0.9 percent),
with smaller amounts of trace gases, such as carbon dioxide (0.035 percent),
methane (0.0001 percent), and others. Some of the trace gases, the greenhouse
gases, capture some of the heat that is reflected back from the earth (about 30
percent of the sun’s energy is reflected back into space). As these gases are
transparent to solar radiation and are opaque to longwave reradiation from the
earth’s surface, the shortwave incoming radiation is transmitted, heat is trapped,
and the underlying surface is thereby warmed.

The absorption of light by a molecule occurs most efficiently when the
frequency of the light matches exactly its vibration frequency. The ability of a
molecule to absorb infrared light over a range of frequencies around the vibration
frequency, rather than at a single frequency, occurs because it is not only the energy
associated with vibration that changes when an infrared photon is absorbed, but
also an energy associated with the rotation of the molecule about its internal axis.
Basically, in order for infrared light to be absorbed by a molecule, the molecule
must have a dipole moment. In homonuclear diatomic molecules like O, and N,
the centers of charge coincide and the molecules have no dipole moments. In
nonhomonuclear molecules, such as in CO,, during vibration, the contraction of
one CO bond occurs when the other is expanding, so that during the motion, the
centers of charge do not necessarily coincide; consequently, infrared light can be
absorbed.

The major greenhouse gases include carbon dioxide (CO,), methane (CHy),
nitrous oxide (N,Q), water (H,0), chlorofluorocarbons (CFC-11 and CFC-12),
ozone, and other small trace gases. Some components are much more damaging
than others; a molecule of methane, for example, is 23 times more powerful in
greenhouse terms than a molecule of carbon dioxide, and CFCs are estimated to
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Table 2.3

Greenhouse Gases, Based on [1-5]

Rate of increase  Relative warming Relative contribution

Current  per year in last effectiveness to the greenhouse
Gas inventory 20 years per mole effect
Carbon dioxide ~ CO, 356 ppm +0.4% 1 50%
Methane CHy 1.74 ppm +0.6% 23 20%
Nitrous oxide N>O 0.31 ppm +0.25% 270 5%
“laughing gas”
CFC-11 CFCl;  0.26 ppb +2.1% 14,000 5%
CFC-12 CF,Cl; 0.47 ppb +2.3% 19,500 10%
Tropospheric 03 0.03 ppm -0.51% - 10%

ozone

be more than 10,000 times more powerful than carbon dioxide. It is estimated
that carbon dioxide is the greatest single contributor to the greenhouse effect (50
percent), CFCs 15 percent, methane 20 percent, ozone 10 percent, and nitrous
oxide 5 percent (Table 2.3). The main sources of the greenhouse gases are listed
in Table 2.1. The nitrous oxide is a byproduct of the biological denitrification
and nitrification processes in aerobic environments (released by the oceans and
soils of tropical regions). Anthropogenic release of carbon dioxide (mainly due to
combustion of fossil fuels) amounts to about 4 percent of the enormous amounts
produced by nature.

23
REGIONAL EFFECTS

2.3.1 Photochemical Smog

Photochemical smog is a brownish-gray haze caused by the action of solar ul-
traviolet radiation on atmosphere polluted with hydrocarbons and oxides of ni-
trogen. It contains anthropogenic air pollutants, mainly ozone, nitric acid, and
organic compounds, which are trapped near the ground by temperature inversion.
These pollutants and also some others can affect human health and cause dam-
age to plants. Photochemical smog often has an unpleasant odor due to some
of its gaseous components. The term smog (not to be confused with photo-
chemical smog) is commonly used to represent a near-ground haze made of a
combination of smoke and fog rather than ozone, nitric acid, and organic com-
pounds.

Photochemical smog appears to be initiated by nitrogen oxides that are emit-
ted into the air as poltutants mainly from internal combustion engines (Figure 2.2).
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a) Nitrogen Oxides
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1) Volatile Organic Compounds

Primary pollutants from various anthropogenic sectors that are transformed into the final prod-
ucts of photochemical smog in the United States and Canada [5].

Absorbing the visible or ultraviolet energy of sunlight, it forms nitric oxide (NO)
to free atoms of oxygen (O), which then combine with molecular oxygen (O,) to
form ozone (O3). In the presence of hydrocarbons (other than methane), certain
other organic compounds, and sunlight, various chemical reactions take place to
form photochemical smog.

Unburned hydrocarbons are present in urban air as a result of uncompleted
combustion and the evaporation of solvents and liquid fuels. Substances includ-
ing hydrocarbons and their derivatives that readily vaporize are termed volatile
organic compounds (VOCs). The most reactive VOCs in urban air are hydrocar-
bons that contain a C=C bond, since they can add free radicals. A simplified
set of some of the reactions involved in photochemical smog formation is as
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follows [4]:

2NO* + 0, — 2NO} 2.11)
NOj % NO* + 0 (2.12)
040, — 03 (2.13)

NO* + 03 — NOj + 0, (2.14)
HC + NO* + 0, — NOj + PAN (2.15)

Or as a general global reaction [2]:

Sunlight
VOCs + NO ———", 0y 4+ HNO; + Organics 2.16)

In order that a city be subjected to photochemical smog, there must be a substantial
source (usually vehicular traffic) in order to emit sufficient NO, hydrocarbon, and
other VOCs into air. Warmth, ample sunlight, and a relatively little movement of
air so that the reactants are not diluted are also required.

The major undesirable components of photochemical smog are nitrogen
dioxide (NO;), ozone (O3), PAN (peroxyacetylnitrate), and chemical compounds
that contain the —CHO group (aldehydes). PAN and aldehydes can cause eye
irritation and plant damage if their concentrations are sufficiently high.

2.3.2 Ozone at Ground Level

Ozone is a form of oxygen that has three atoms in each molecule (trioxygen, O3).
Ozone is a colorless gas with a chlorinelike odor, soluble in cold water and in
alkalis. The molecule is bent with considerable double-bond character, with a
melting point of —192.7°C and boiling point of —11.9°C. It is a powerful oxidizer
agent that is widely used in bleaching, sterilizing water, and purifying air. In
industry, ozone gas is made by passing oxygen through a silent electric discharge.
In nature, it is produced near earth when lightning occurs and in the stratosphere by
the action of high-energy ultraviolet radiation on oxygen (equations 2.1 and 2.2).
Its presence in the stratosphere acts as a screen for ultraviolet radiation, which
forms the lifesaving ozone layer. Near ground level it is a harmful pollutant.

Ozone occurs in small quantities in the earth’s lower stratosphere, around
areas where certain pollutants are prevalent, especially in city photochemical smog
(Section 2.3.1). Surface ozone forms when certain volatile organic compounds,
oxygen, and nitrogen oxides chemically react in the presence of sunlight, espe-
cially during hot weather. Surface ozone can reduce the yield of agricultural
crops and damage forests and other vegetation. Ozone in combination with sulfur
dioxide can have a more severe effect on human health than either pollutant can
separately.
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The odor threshold for ozone in the most sensitive individuals [6] 15 0.01 ppm,
but it is only recognized by most people at 0.05 ppm. Ata concentration of 0.1 ppm
of ozone (or oxidants), more than 5 percent of individuals will have symptoms
of eye irritation. Individuals with obstructive lung diseases such as asthma or
emphysema, when exposed to an ambient atmosphere containing 0.1-0.15 ppm
of ozone, show increased breathing resistance and increased O; consumption [6].
Ozone and other oxidants presumably produce their irritant action as a result
of their chemical reactivity at the point of contact. Experiments have shown that
exposure to (0.2 ppm of ozone for 3 hours reduces visual acuity, increases peripheral
vision, decreases night vision, and alters the balance of the muscles controlling
the position of the eye. The industrial exposure limit for ozone is 0.1 ppm [6].
It is important to note that at an altitude of 25 km, the concentration of ozone is
raised to 16 ppm by the direct action of the sunlight. Unless some means is used to
decompose the ozone, the concentration inside pressurized aircraft at this altitude
reaches 0.3-0.4 ppm.

2.3.3 Particulates

Particulates are fine solids (dust or soot) or liquid particles (mist or fog) suspended
in air and that are individually invisible to the naked eye. Solid particulates are
usually made of carbon or mineral base material that absorbs (dissolves within
the particle) and adsorbs (sticks to the surface of the particle) different types of
substances. Particulates enter the atmosphere from both fixed and mobile sources.
Fixed sources include factories, electrical power plants, ore smelters, and farms,
while mobile sources include all forms of transportation that burn fossil fuels.
Mobile sources account for nearly 17 percent of the particulates emitted to the
atmosphere in the United States [4]. Fuel combustion from stationary sources and
industrial processes accounts for about 40 percent of the particulates” emissions in
the United States. Natural sources include winds eroding dust from cultivated farm
fields and smoke from forest fires and volcanic ash. One of the main sources of
carbon-based particulates (soot) is the exhaust from diesel engines. Soot oxidation
catalysts and soot filters are now being used to reduce this kind of poliution. The
solid particulates often provide extended surfaces due to their irregularities and,
therefore, other poilutants can be carried along. Pollutants may have greater effect
on health when in combination (smoke particles and sulfur dioxide, for example)
than separately.

Particles whose diameters are less than 2.5 wm are called fine particulates.
Since the rate at which particles settle increases with the square of their diameter
(Stoke’s law), the rate at which fine particles settle is fairly low and they usually
remain airborne for days. Large particles are of less concern to human health
than small ones not only because they settle out quickly, but also because they are
efficiently filtered by the respiratory system. Plots of daily mortality in cities versus
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their particular matter with diameters less than 10-um values (PM;¢ index) for the
same or the previous day are consistently linear [2]. An increase by 100 um/m®
in the PM;q sindex of a city (American standards for respirable particulates is
150 um/m? averaged over 24 hours), is estimated [2] to increases its mortality by
6 percent—17 percent.

234 Acid Rain

Most rainfall is slightly acidic due to carbonic acid from the carbon dioxide content
of the atmosphere. Acid rain in the pollution sense is produced by the conversion
of the primary pollutants sulfur dioxide (SO-,) and nitrogen oxides (NO and NO,)
to sulfuric acid (H,SOy) and nitric acid (HNOs3), respectively, to generate an acid
solution with a pH lower than 5. In fact, the term acid rain covers a variety of
phenomena, including acid precipitation (rainfall or snow) and acid mist. It is
important to note, however, that carbon dioxide in the atmosphere dissolves in rain
reducing its pH from 7.0 to 5.6, while naturally occurring oxides of sulfur and
nitrogen are responsible for unpolluted rain having a pH of about 5.0. Unpolluted
rain is, therefore, mildly acidic due to the presence of dissolved atmospheric carbon
dioxide in it:
CO,(g) + HO) < H,COs() 217
and
H,COs(l) & HT + HCO; (2.18)

Only rain that is appreciably more acidic than natural (unpolluted) rain acidity
(i.e., with a pH of less than 5) is considered to be acid rain.

Acid rain is precipitated far downstream from the source of the primary
pollutants [2], namely sulfur dioxide, SO,, and nitrogen oxides, NOy. Nitrogen
oxides are mainly attributable to vehicle emissions (Figure 2.2), while most of
the sulfur dioxide is produced by volcanoes and by the oxidation of sulfur gases
produced by the decomposition of plants. (A breakdown of the anthropogenic
source of sulfur dioxide is shown in Figure 2.3.) The main anthropogenic source
is the combustion of solid fuels and crude oil, and by the petroleum industry when
oil is refined and natural gas is cleaned before delivery. It is worthwhile to note
that since sulfur dioxide absorbs UV-B, a significant concentration of SO; in the
air will reduce the amount of UV-B reaching ground level.

The primary pollutants themselves, SO, and NOj, do not make rainwater
particularly acidic. However, over a period of days they are converted into sulfuric
acid, H;SOy4, and nitric acid, HNO3, both of which are very soluble in water and
are strong acids.

The conversion of SO, to H,SO; initiates with:

SO3(g) + OH'(g) — HSO;(g) 2.19)
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Emission: 29.1 [Mton/yea

Sulfur Dioxide

Sulfur dioxide pollution from various anthropogenic sectors in the United States and Canada

[5].

The overall mechanism for the conversion of SO, to H,SOy is as follows [2]:

H;0
802(9) + NO(®) + 02(8) — NO> (@) + HoSO4())  (2.20)

The conversion of NO, to HNOs proceeds through:
NOj(g) + OH*(g) — HNO;(g) 2.21)

Since the initial steps involve an OH radical, the rate of producing H is much faster
in the presence of photochemical smog atmosphere. In general, because reaction
2.20 is very slow, only a minority of sulfur dioxide is oxidized in air, and the
majority is removed by dry deposition.

2.3.5 Air Quality

Air quality usually refers to the concentration in air of one or more pollutants. For
many pollutants, air quality is expressed as an average concentration over certain
period of time (e.g., ug/m® for a period of 24 hours). The concentrations of air
pollutants that cannot legally be exceeded during a given time period in a specified
location are determined by the air quality standards.

The objective of air pollution control is to prevent adverse responses by
all receptor categories exposed to the atmosphere—human, animal, vegetable,
and material. These adverse responses have characteristic response times which
may be seconds, minutes, hours, days, months, or years. For there to be no
adverse responses, the pollutant concentration in the air must be lower than the
concentration level at which these responses occur. Air quality indexes have
been devised for categorizing the air quality measurements of several individual
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Table 2.4
U.S. Pollutant Standards Index (PSI) and pollutant levels [7].

Suspended Sulfur Carbon Nitrogen
Pollutant particulates dioxide monoxide Ozone dioxide
Standards  Air quality foraperiod foraperiod foraperiod foraperiod fora period
Index (PSI) description of 24 hrs of 24 hrs of 8 hrs of 1 hr of 1 hr

PM|0-ug/m3 SOz—ug/m3 CO-mg/m3 03-,ug/m3 NOz-;/,g/m3

049 Good 0-50 0-79 0-4.9 0-119 —

50-99 Moderate 50-150 80-364 5.0-9.9 120-235 —_

100-199 Unhealthy 150-380 365-799 10.0-16.9 235-400 —

200-299 Very 380420 800-1599 17.0-33.9 400-800 1130-2259
unhealthy

300-399 Hazardous 420-500 1600-2099  34.0-459  800-1000  2260-2999

>400 Hazardous >500 >2100 >46.0 > 1000 >3000

pollutants by one composite number. The index used by the U.S. Environmental
Protection Agency is called the Pollutant Standards Index (PSI). Current PSI values
and air pollution levels are given in Table 2.4. The term air pollution index is
sometimes used to describe the air quality in semiquantitative terms; an arbitrary
function of the concentration of several pollutants is used to scale the severity of
air pollution.
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31

ANATOMY AND PHYSIOLOGY OF
THE RESPIRATORY SYSTEM

Pulmonary anatomy and physiology are discussed insofar as is necessary for an
understanding of the noxious effects of the relevant environmental pollutants.
For more detailed information about pulmonary medicine, the reader is referred
to the following textbooks: Baum and Wolinsky [1], Cotes and Steel [2], and
Isselbacher, Braunwald et al. [3]. The major function of the lungs is the ex-
change of gases with the environment. The overall function of the respiratory
system is to supply oxygen to the tissues of the body and to remove carbon
dioxide from the body. This gas exchange is accomplished by a complex sys-
tem of organs, involving many anatomical structures and physiological mecha-
nisms. The respiratory passages and the lung parenchyma are the organ sys-
tems most intimately exposed to the environment. A normal sedentary adult
inhales 3 to 5 liters of air per minute (4500 to 7000 liters per day) to accom-
plish the physiologically required gas exchange. During exercise or strenuous
work, the rate of inhalation may increase as much as 10 to 20 times that of
rest.

Ambient air is seldom free from pollutants. Thus, various noxious agents
have access to the lung, which makes it the body organ most frequently affected
by airborne environmental pollutants. Some of these toxic agents also affect other
body systems, such as the cardiovascular system, the central nervous system, the
kidneys, and the bone marrow.

Respirable agents may be of different types: pathogens (viruses, bacteria,
and fungi), allergens, gases (e.g., HC, CO, CO,, SO,, and radon), particulates
(e.g., asbestos fibers, silica, and cotton dust), smoke (e.g., cigarettes, traffic, and
industrial), or other chemical agents. Airborne contaminants may exist in a variety
of physical states: gases, acrosols, fumes, smoke, mist, or dust (particles).

3.1.1 Upper Airways

The function of the upper airways is to transport air into and out of the lungs.
This conducting system is composed of the nose, the mouth, the pharynx, the
larynx, the trachea, and the bronchial tree. These anatomical structures are il-
lustrated in Figure 3.1. During inspiration, ambient air enters the respiratory
system through the nostrils and passes backward almost horizontally through
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Fig. 3.1.

Turbinates

the nasal cavity toward the pharynx. The convoluted turbinate bones, which
have a large surface area lined with ciliated epithelium, partially fill the nasal
cavity. The marked convolution of the turbinate bones serves to bring the in-
coming air into close contact with the large surface area of nasal epithelium.
This epithelium is supported by a highly vascular tissue. During its passage
through the nose, the air is warmed to body temperature and humidified to sat-
uration (with water vapor). The mechanisms by which inhaled particles and
gases are taken up by the upper airways are described later. From the poste-
rior nasal passages, the incoming air moves downward through the pharynx to
the larynx. The larynx is a boxlike structure that leads into the trachea. In
its lower part, the larynx narrows markedly as a result of the presence of the
vocal cords. During passage of the air through the vocal cords, the flow be-
comes turbulent as a result of sharp variations in the diameter of the conducting
tube.

3.1.2 Bronchial Tree

The trachea, at its lower end, divides into the right and left main bronchi, each of
which supplies one lung. Functionaily, however, the two lungs work as a single
organ and will thus be considered as such. Each main bronchus branches further
as many as 20 to 25 times to form the bronchial tree (Figure 3.2). This branching
is usually dichotomous, doubling the number of bronchi in each generation of
branching. The conducting airways gradually decrease in diameter with each
branching, but the total cross-sectional area in each step is somewhat greater than
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Fig. 3.2.
Large Airways
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Small Airways
-
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Schematic presentation of the bronchial tree.

that of the previous branching level. At the level of the small airways (branching
generations 20 and beyond), the diameter is 2 mm or less.

The walls of the large and medium-size airways contain cartilage plates,
which support the conducting tubes and prevent their collapse under external pres-
sure. In the large airways, the cartilage plates form almost a complete ring. The
frequency and size of the cartilage plates and extent of the circumference that
they occupy decrease with each successive branching of the bronchi. Cartilage is
absent below the level of the medium airways.

The walls of the large and medium airways are surrounded by a layer of
smooth muscle (Figure 3.3). When contracting, these muscles can markedly de-
crease the diameter of the airways and increase the resistance to airflow. Resistance
to the flow of a gas in a conducting tube is inversely proportional to the fourth
power of the radius of the tube (Poiseuille-Hagen formula). Thus, stimuli that
cause contraction of the muscles of the airways may cause a marked reduction in
airflow and ventilation (bronchoconstriction).

The small airways are peripheral (subsegmental) bronchi devoid of cartilage.
Their walls consist of fibrous tissue and bundles of smooth muscle. The small
airways are conducting structures in which no gas exchange takes place. The
basic unit of the lung—the pulmonary segment—is anatomically and functionally
a discrete unit with its own bronchus and blood supply.

A schematic representation of the inner (epithelial) surface of a bronchus
is shown in Figure 3.4. The bronchial epithelium consists primarily of a layer of
columnar ciliated cells. Goblet (mucus-secreting) cells and mucus glands, which
are spread along the entire length of the airways, continuously secrete mucus into
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Fig. 3.3.
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Cross-sectional presentation of a medium-sized bronchus.

Fig. 3.4.
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Schematic presentation of mucociliary escalator.
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the lumen of the bronchial tree. The secreted mucus forms a continuous layer that
lines the entire internal surface of the bronchi (mucus sheet). The mucus-secreting
structures are almost completely absent from the level of respiratory bronchioles
and distally (smaller airways).

Structures from the respiratory terminal bronchioles and beyond constitute
the lung parenchyma. This is the section of the lung where gas exchange takes
place. One respiratory bronchiole serves a group of alveoli joined together very
much like a cluster of grapes; this structure is known as an acinus.

313 Acinus

A schematic representation of an acinus with its constituent alveoli is given in
Figure 3.5. The respiratory bronchioles end in alveolar ducts that, in turn, terminate
in two or more air sacs. The cluster of alveoli around an air sac forms an acinus,
which constitutes the major part of the aerating surface. An acinus contains up to

Fig. 3.5.
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Fig. 3.6.
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about 4000 alveoli. The diameter of an alveolus is about 75 to 300 mm and there
are about 1-10° terminal bronchioles in the lung, serving about 3-108 alveoli.

The alveolus (Figure 3.6) is the terminal part of the respiratory system, where
the gas exchange process takes place. The alveoli are tiny hollow sacs with an
opening toward the alveolar sacs and respiratory bronchioles. Each alveolus is
lined with a continuous but very attenuated layer of epithelium and the inner sur-
face of the alveolus is covered with a film of a lipoprotein material that acts as a
surfactant.

More than 95 percent of the wall of an alveolus is composed of a thin layer of
protoplasm comprising alveolar epithelial cells (type I cells). The honeycomblike
structure of lung parenchyma is formed mainly by the walls of contiguous alveoli.
The alveolar wall forms the respiratory surface of the lung, where the gas exchange
takes place.

Type II alveolar cells are almost cuboidal cells that bulge into the lumen of
the alveolus. Their function is to secrete the surfactant layer that lines the internal
surface of an alveolus.

The main function of the surfactant is to reduce the surface tension of the
liquid that lines the inner surface of the alveoli. The surfactant alters the surface
tension in response to changes in the alveolar area (radius): The surface tension
is reduced when the alveolar radius becomes smaller. If the alveoli were lined
with waterlike fluids, the surface tension would be sufficiently high to cause the
emptying of smaller-diameter alveoli into larger ones, according to the Laplace
relationship P = 27T /r, where P = alveolar pressure, T = surface tension, and
r = radius of the alveolus. The equation indicates that the smaller the value of r
is, the greater the value of P. The surfactant lining has the property that during
inflation and deflation of the alveolus, the surface tension of the surfactant lining
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changes in such a way as to maintain the intra-alveolar pressure (P) at a constant
value.

The overall gas exchange surface area of the alveoli in an adult is about
60 m?. The alveolar wall also acts as a barrier between the external world (in-
spired air) and the interior of the body (blood and tissues). Blood capillaries
are to be found in close proximity to the alveolar wall, so as to enable gas ex-
change to take place strictly by diffusion (Figure 3.6). The term gas exchange
tissue or lung parenchyma thus refers to that part of the lung composed mainly of
millions of alveoli and the rich network of capillaries intimately associated with
them.

3.1.4 Pulmonary (Alveolo-Capillary) Membrane

The gas exchange process takes place through a membrane composed of alveolar
epithelium, alveolar and capillary basement membrane, and capillary endothelium
(Figure 3.7). The capillary basement membrane is a continuous layer of tissue
attached to the layer of alveolar epithelial cells. The average thickness of this
alveolo-capillary membrane is 0.2 to 0.5 um.

Fig. 3.7.
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At any time the amount of blood present in the distensible capillary bed
of the lung is about 60 cm®. This relatively small amount of blood comes into
contact with the large surface area of the pulmonary membrane. Diffusion involves
the movement of molecular oxygen from the alveolar air, through the alveolar
epithelium, the basement membrane, the capillary endothelium, and the capillary
plasma into the erythrocytes (red blood cells). Carbon dioxide moves in the
opposite direction.

The interstitial tissue of the lung parenchyma is composed of ground sub-
stance, collagen fibers, and cellular components (fibroblasts, mast cells, phago-
cytes, lymphocytes, and plasma cells). This tissue fills the space between the
alveoli and around the blood vessels and lymphatics. The interstitium plays a
major role in certain types of lung disease.

3.1.5 Pulmonary Ventilation

The term pulmonary ventilation refers to the mechanical component of respiration
by which air is moved into and out of the lung. With each inspiration, about
200-250 ml of new air is supplied to the expanding alveoli. This ambient air, rich
in oxygen, mixes with air already present in the alveoli. During expiration, air
with a relatively high concentration of carbon dioxide derived from the blood is
mechanically forced out of the alveoli to the external atmosphere.

The inspiratory and expiratory muscles are responsible for the continuous
process of renewal of alveolar air. The main inspiratory muscles are the diaphragm
and the external intercostal muscles. During inspiration, the volume of the thoracic
cage increases, and air moves into the lung according to the gas pressure gradient
between the alveoli and the atmosphere. During inspiration, the alveolar pressure
becomes subatmospheric. When the pressure difference between the atmosphere
and the alveoli, as a result of expansion of the thoracic case, reaches 3 mm Hg, air
is drawn into the alveoli and causes them to expand. (Note: Normal atmospheric
pressure at sea level is 760 mm Hg.)

The main expiratory muscles are the abdominal muscles and the internal
intercostal muscles. When these contract, the volume of the thoracic cage de-
creases, the intra-alveolar gas pressure rises above atmospheric pressure (by about
3 mm Hg), and air is forced out of the alveoli into the atmosphere. In each normal
expiration, the amount of air exhaled is similar to the amount of air brought into
the lung in each inspiration.

When air is inspired, it is rapidly humidified by moisture from the lining of
the nose and the upper airways. At normal body temperature (37°C), the partial
pressure of water vapor is 47 mm Hg. Mixing of the incoming ambient air with
water vapor dilutes the air so the partial pressure of the inspired gases in the airways
is slightly lower than the partial pressure in the atmosphere. Thus, alveolar air
contains less oxygen than atmospheric air. The partial pressure of oxygen in dry
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atmospheric air at sea level is 159 mm Hg, while that of alveolar oxygen is only
104 mm Hg (the balance is water vapor).

3.1.6 Pulmonary Gas Exchange

Alveolar gas is a mixture of inspired air, fully saturated with water vapor, and
carbon dioxide that diffuses from the blood. At the end of each expiration about
2000-2500 ml of air remain in the lung. With each cycle of breathing, about 15
percent of alveolar air is renewed, thus maintaining the necessary gas gradient
between alveolar air and the blood.

Atmospheric air at sea level is composed almost entirely of nitrogen (78.6
percent), oxygen (20.8 percent), water vapor (0.5 percent), and carbon dioxide
(0.04 percent). Alveolar air contains much more water vapor (6.2 percent) and
carbon dioxide (5.3 percent), resulting in a dilution of nitrogen to 74.9 percent
and oxygen to 13.6 percent. Oxygen diffuses continuously from the alveolar air
through the alveolo-capillary membrane into the blood. Similarly, carbon dioxide
diffuses from the blood into the alveolar air. This process of diffusion reflects the
differences in partial pressure of the relevant gases across the alveolo-capillary
membrane (alveolo-arterial oxygen gradient and capillary alveolar carbon dioxide
gradient). The amount of oxygen transported into the blood and carbon dioxide
transported from the tissues would be grossly inadequate if it were not that oxygen
combines with hemoglobin of the blood and that carbon dioxide enters into a series
of reversible chemical reactions that convert it into other compounds. Hemoglobin
increases the oxygen-carrying capacity of the blood by about 60 to 70 times, and
the reactions of carbon dioxide increase the blood carbon dioxide content about
17 times, compared with what would be transported if oxygen and carbon dioxide
were merely dissolved in the plasma (Henry’s law).

The pulmonary membrane is composed of those pulmonary surface areas thin
enough to allow gas diffusion into and out of the capillary blood. As illustrated in
Figure 3.7, the membrane contains several layers. Gas exchange (diffusion) across
the thin alveolo-capillary membrane occurs rapidly and completely. Ordinarily,
venous blood is fully oxygenated during a single pass along the alveolo-capillary
membrane, and the partial pressure of carbon dioxide in the blood is reduced to
about 40 mm Hg. This process lasts less than 1 second.

The rate of diffusion of a gas across a membrane is determined by several
physicochemical factors. It is proportional to the difference in the partial pressure
of the gas across the membrane (pressure difference), the available surface area
for diffusion, and the solubility of the gas in the membrane. It is inversely propor-
tional to the membrane thickness (diffusion distance) and to the square root of the
molecular weight of the gas. Thus, the greater the pressure difference of the gases
on each side of the membrane, the higher the rate of diffusion; and the thinner the
membrane, the higher the rate of diffusion. The larger the area of the pulmonary
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membrane, the greater the volume of gas that can diffuse in a given time; and the
greater the solubility of the gas in the membrane, the larger the volume of gas
that will diffuse. Gases with low molecular weights will diffuse more rapidly than
those with higher molecular weights, in inverse proportion to the square root of
their molecular weights.

3.2
DEFENSE MECHANISMS OF THE LUNG

During rest, a normal adult inhales about 5 liters of air per minute to accomplish
the physiological requirements of gas exchange. During heavy exercise or work,
the ventilation rate may increase up to five times that at rest.

Various defense mechanisms protect the respiratory system (and the body)
from noxious elements carried into the body with the inhaled ambient air. In this
chapter, we will describe primarily those defense mechanisms related to protection
from toxic inhalants, while other mechanisms, such as those involved in viral or
bacterial infection, will not be considered. There are broadly three types of defense
mechanisms—physical, physiological and immunological—each being effective
against certain characteristics of the penetrating injurious inhalants.

3.2 Physical Mechanisms

Particulates are filtered out and removed from the respiratory system by several
physical mechanisms.

Deposition. This refers to the process that leads to contact between an in-
haled particle and the mucus layer that lines the epithelium of the airways. This may
occur by inertial impaction, sedimentation, or diffusion, depending on the size (ef-
fective diameter) of the particle, its density, airflow velocity, and breathing pattern.

Inertial Impaction. Particles with an aerodynamic diameter in the range
of 7-10 um or more are removed primarily by means of this mechanism. As
the air passes over the large surface area of the nasal septum and turbinates, the
inhaled particles impact on these structures as a result of the momentum, which
is proportional to their velocity. The inhaled air (including particulates) has a
relatively high velocity on entering the nose due to the relatively small cross-
sectional area of the nares. Thus, a large proportion of particles over 7 um in
diameter are eliminated from the incoming air by impaction at this level. Inertial
impaction is also an important reason for the deposition of particles in other parts
of the airways system, particularly where there is a change in the direction of flow
of the incoming air, such as the bronchial bifurcation sites. The turbulent motion
that is created increases the probability of impact of a particle with the walls of



3.2 Defense Mechanisms of the Lung 53

the airways. Most of the larger inhaled particles are removed by this mechanism,
since their relatively large mass and high velocity and, hence, their relatively high
momentum increase the chance of impaction.

Sedimentation. Sedimentation of particles in the airways occurs when
gravitational forces acting on the inhaled particles exceed the forces of flow and
buoyancy. In this situation the particles will settle on the moist lining of the
airways and will not travel further. This mechanism is effective mainly in the
more peripheral airways where airflow velocity is low. Sedimentation is the pro-
cess by which particles with an aerodynamic diameter in the range of 0.5 to 0.7
pum are deposited. The settling velocity of such particles is governed by Stoke’s
law.

Diffusion.  For particles less than about 0.3-0.5 pm in diameter, the main
mechanism of deposition is diffusion. In addition, many of the particles of this
size are expelled in exhaled air. They are deposited mainly in the alveolar region.

Solubility. Water-soluble particles and gases are readily absorbed by the
aqueous lining of the mucosa of the upper airways. Gases that are highly water
soluble, such as SO,, are almost completely extracted from the inhaled air by the
nose and the pharynx in resting healthy subjects. Gases that are less water soluble,
such as NO; or Os, are much less completely removed in the upper airways, and
they can penetrate more deeply into the respiratory tract, where they may exert
their noxious effects.

3.2.2 Physiological Mechanisms

Airway Reflexes

Certain respiratory reflexes, such as coughing or sneezing, help to clear the airways
from inhaled foreign agents and so protect the lungs. The physiological role
of the cough reflex is to expel excess secretions or inhaled irritants from the
airways. Sensory receptors (nerve endings) all along the respiratory tract are
readily stimulated by inhalants. This stimulation initiates the cough reflex, which
is an explosive release of intrathoracic air. The cough maneuver expectorates
mucus and foreign inhalants out of the airways. The sneezing reflex is an explosive
exhalation of air through the nose.

Bronchoconstriction

Certain irritants, when inhaled, stimulate specific receptors that initiate the bron-
choconstriction reflex, resulting in a general constriction of the muscles in the
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walls of the bronchi (via the vagus nerve). This leads to a decrease in the diameter
of the bronchi and increased airway resistance, and fewer particles may thus reach
the lung parenchyma. This reflex has only a limited value as a defense mechanism
and should be viewed rather as an untoward response of the respiratory system to
certain stimuli.

Antioxidant Activity

Certain inhalants (environmental pollutants), such as NO,, O3, and quinones, are
oxidizing agents and as such may cause injury to the lung tissue. Secretions
of antioxidants by the tracheobronchial tree primarily prevent the formation of
hydroxy radicals.

Mucociliary Clearance

The mucus that lines the airways forms a continuous “mucus blanket” covering the
inner surface of the bronchi (Figure 3.4). This blanket is continuously propelled
upward, from the small airways through the larger ones up to the larynx. This
action is accomplished by the coordinated beating of the cilia of the epithelial
cells that line the respiratory tract. The continuous upward movement of the
mucus layer is known as the mucociliary escalator. Inhaled agents deposited on
this mucus lining are carried upward until they reach the larynx, where they are
swallowed. Mucociliary clearance is an important defense mechanism by which
the greater bulk of the inhalants deposited along the airways is cleared from the
lungs.

3.2.3 Immunological Repair Mechanisms

Various minute injuries caused by pollutants are continuously repaired by cel-
lular and humoral responses. Such mechanisms should be distinguished from
disease responses, since they constitute part of the ongoing defense mechanisms
of the lung; for example, damaged bronchial epithelium is rapidly repaired by
proliferation and differentiation of cells. This is a complex mechanism that will
not be further discussed here. Inhalation of noxious particles and gases may
also initiate a cellular response in the lung, mainly in the lower respiratory tract.
Inflammatory cells that reside in the lung parenchyma, or are derived from the
blood, migrate to the injured zone and initiate the host response. These are com-
plex mechanisms that involve cellular, humoral, and immunological defense re-
actions. Recruited macrophages can remove foreign particles by phagocytosis,
the process by which the host cell attacks and destroys or removes a foreign
particle from the lung. In addition, stimulated macrophages release various me-
diators with chemotactic (attraction of cells by chemical substances) activity that
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recruit other inflammatory cells and thus amplify the defense response. A de-
tailed description of these mechanisms is beyond the scope of the present discus-
sion.

3.2.4 Inhalants Deposition, Clearance and
Injury—General Considerations

The lungs are continuously exposed to various types of air pollutants, of which
pollutants from internal combustion engines are only one. All pollutants generated
by internal combustion engines also occur in the environment as a result of their
production by other industrial processes. In practice, people are often exposed to a
combination of pollutants released into the atmosphere from a variety of sources.
The harmful effects of such pollutants may be synergistic in particular, those
effects associated with cigarette smoking (voluntary or involuntary) and those of
industrial origin.

The effects of pollutants in people with preexisting diseases or those with
certain predispositions are to produce the responses (whether acute or chronic)
earlier, in a more prominent way or at lower concentrations than would be expected
in healthy (nonsmoking) adults. Similarly, certain susceptible groups, such as the
very young or the very old, may show signs and symptoms of injury sooner than
the general population.

As may be expected, the effects on health of certain inhalants differ in relation
to their dose (the level of exposure or concentration of the agent in the ambient air),
the duration and character of the exposure (continuous or intermittent), the com-
bination of pollutants involved, the physicochemical properties of the agents, and
various other conditions such as climate, geographic area, and the microenviron-
ment (indoors versus outdoors). Special attention should be paid to occupational
exposures and conditions, as well as to the pattern of breathing of the worker and
the physical demands of the job. The use of protective devices (respirators) in
certain occupations can reduce the dose of inhalants that reach the lung and hence
prevent damage. However, quite often, such protective devices are not used or are
used only intermittently. All these factors may affect the manifestations of the dis-
ease in a particular person. Similarly, the retention of an inhaled agent in the body,
its clearance, and its biological effects depend on many factors, some related to the
agent and others to the host. The physical properties of the inhalant, such as size,
density, solubility, and physical state (particulate, mist, vapor, or gas), will to a
great extent determine the deposition site in the bronchial tree or lung parenchyma.
As arule, smaller particles penetrate more deeply and reside for longer in the lung.
The chemical and biological properties of the agent wili affect the type and extent
of the damage and the host response (local or general). Some inhalants are quite
inert, while others may be strongly alkaline or acid. Some agents primarily cause
a local reaction, while others react with body fluids or cells and have systemic
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effects. Different agents may cause markedly different biological effects such as
inflammation, immunological reactions, fibrosis, or cancer.

It therefore follows that the overall host response is affected by many fac-
tors and involves complex relationships between the host and the environment.
Determinants of the response to inhaled pollutants include individual suscepti-
bility, age, sex, and previous morbidities. In particular, the efficiency of the
pulmonary defense mechanisms is severely compromised in smokers. Smoking
not only directly affects the lung, but also enhances the deleterious effect of other
environmental pollutants. The marked ill effects of smoking on human health, and
particularly on the respiratory system, cannot be overemphasized. Even though
most pulmonary defense mechanisms are very effective, they cannot completely
prevent the penetration and retention of injurious agents in the lung, especially
when the ambient air is heavily polluted. Thus, control of these agents at their
source should, as a rule, be the method of choice to prevent their deleterious effects
on human, animal, and plant life.

3.3
VENTILATORY FUNCTION TESTS

Pulmonary ventilatory function tests provide quantitative information about lung
physiology. The device used to record the volume and flow of air into and out
of the lung is known as a spirometer. Spirometry is relatively easy to perform
and noninvasive and is thus frequently used for the evaluation of pulmonary
damage in exposed persons. It provides a measure of dynamic lung volumes,
based on the forced vital capacity (FVC) maneuver (Figure 3.8a), as described

Fig. 3.8.

Lung Volume (ml.)
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next. Vital capacity (VC) is the volume of gas exhaled from the lung during a
maximal expiratory effort after a maximal inspiration. FVC is a VC maneu-
ver performed rapidly and completely immediately after taking a full inspira-
tion. The amount of gas left in the lung at the end of a forceful exhalation is
the residual volume (RV). RV cannot be determined by simple spirometry and
is measured by other techniques. Total lung capacity (TLC) is the volume of
gas present in the lung at the end of maximal inspiration; that is, TLC = VC +
RV.

The forced expiratory volume in 1 sec (FEV) is the volume of air exhaled
in the first second during the performance of the FVC maneuver. Tidal volume
(TV) is the volume of air that passes into and out of the lung with each respiration
during quiet breathing. The TV at rest is about 300400 ml, and it may increase
markedly during exercise and strenuous work. The term minute ventilation is used
to describe TV multiplied by respiratory rate (RR).

Since lung volume is a function of body size (height) and is also influ-
enced by age and sex, prediction formulas have been developed for the parameters
described previously. These formulas provide expected or reference values that
make it possible to adjust or standardize the actual measured parameter. Thus,
spirometric measurements are expressed as a percentage of expected values (ob-
served value/predicted value multiplied by 100). This method normalizes the mea-
sured parameters with respect to height, age, and sex and makes the interpretation
of the measurements more uniform. The normal (predicted) values are derived
from studies of large populations of healthy individuals.

The clinical and epidemiological value of measuring ventilatory lung func-
tion depends on several factors: well-maintained and calibrated equipment, proper
execution of the procedure by well-trained technicians, standardized testing tech-
niques and the use of appropriate prediction (reference) values, quality control
procedures, and proper instruction of examinees. These factors may markedly
influence the quality and reproducibility of the test results and their meaning-
ful interpretation. Ventilatory lung function testing provides information on lung
volumes and rates of flow. Other tests are used to provide information on other
physiological functions of the lung, such as pulmonary diffusion capacity.

Spirometry is particularly useful as a measure of obstruction to airflow.
Thus, persons with obstructive lung disease, in which reduction of the diameter
of the bronchi is a major element, will show reduced FEV and reduced FEV-
FVC ratio but preserved FVC (i.e., pure obstruction to airflow, see Figure 3.8b).
Conditions that produce pure restrictive disease (stiff lung) are characterized spiro-
metrically by a proportional decrease of FEV and FVC with a normal (preserved)
FEV-FVC ratio (Figure 3.8c). Often, the results of pulmonary function tests
show a mixed picture of obstruction and restriction. In addition, spirometry
can be used to assess the reversibility of airflow obstruction (asthmalike dis-
ease) by performing the test before and after the administration of bronchodilating
drugs.
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3.4
PRINCIPLES OF INHALATION INJURIES

Exposure to air pollutants can cause or exacerbate various lung and systemic
diseases. Each pollutant may have different noxious functional or pathological
effects. A description of the unique pattern of toxicological effects of each of
the major pollutants exhausted by internal combustion engines will be presented
in order to facilitate an understanding of specific pulmonary reactions and in-
dicate possible prevention measures. However, seldom will we encounter an
isolated pollutant. As a rule, exposure is to multiple pollutants and their ad-
ditive or synergistic combined effect should be considered (total environmental
exposure).

3.4.1 Carbon Monoxide Intoxication

Carbon monoxide (CO), the most commonly encountered noxious gas, is produced
in large amounts by industrial plants and gasoline engines. It is formed during
incomplete combustion of organic (carbon-containing) materials. CO is an odor-
less gas, lighter than air, which is rapidly absorbed through the lungs and binds to
the hemoglobin in the red blood celis to form carboxyhemoglobin. The affinity
of hemoglobin for CO is about 200 to 240 times greater than that for oxygen.
Thus, the oxygen-carrying capacity of hemoglobin is decreased proportionally
to the concentration of CO in the inspired (ambient) air. The CO-hemoglobin
complex is far more stable than O,-hemoglobin (oxyhemoglobin). Thus, expo-
sure to CO results in tissue hypoxia (a condition in which there is a reduced
supply of oxygen to body tissues) because less oxygen is transported from the
lung to the tissues. The damage caused by CO intoxication is primarily due to
a decrease in the release of oxygen to tissues and cells (cellular anoxia = lack
of O, needed for metabolic processes in cells). Tissues with a high metabolic
rate (high O, demand), that is, the brain and other parts of the nervous sys-
tem, are affected earlier by CO intoxication than tissues with lower metabolic
rates.

Because CO is odorless, there are no early warnings of exposure. The clinical
manifestations of CO poisoning are easily recognized and are related to the amount
of carboxyhemoglobin formed and the amount of oxygen available to tissues. The
rate of CO transfer from inspired air into the blood is primarily affected by the
tension (partial pressure) difference between CO content in the ambient air and
that in alveolar gas. CO is removed from the lung and rapidly taken up by the
blood. Because of its high affinity to hemoglobin, the rate of carboxyhemoglobin
formation reflects the ambient concentration of CO. Since ambient air contains
21 percent of oxygen by volume, exposure of a person to air containing as little
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as 0.1 percent of CO will result, at equilibrium, in 50 percent of the hemoglobin
in the blood being converted to carboxyhemoglobin. When exposure to CO is
discontinued, there is a gradual dissociation of the CO-hemoglobin complex, and
CO is removed via the lung.

The early clinical signs and symptoms of CO poisoning are shortness of
breath, tachypnea (rapid breathing), headache, dizziness, impaired judgment (con-
fusion), and lack of motor coordination. All these signs are the result of brain and
nervous system hypoxia. Nausea, vomiting, and diarrhea may appear later as
may cardiac arrhythmias, pulmonary edema, and finally loss of consciousness and
death. The symptoms may occur after only a few breaths of air contaminated with
carbon monoxide. If CO concentration in the ambient air is high enough, rapid
loss of consciousness and death may occur within a short time. As a rule, symp-
toms of CO intoxication may begin when carboxyhemoglobin saturation reaches
20 percent, and unconsciousness occurs at 60 percent saturation.

Treatment includes rapid removal of the affected person from further ex-
posure and the administration of 100 percent oxygen to expedite the dissociation
of carboxyhemogiobin into hemoglobin that can combine with O, and hence to
correct the tissue hypoxia.

Normal urban dwellers may have up to 0.5 percent carboxyhemoglobin, but
smokers may have up to 5 percent to 10 percent of carboxyhemoglobin. Thus,
heavy smokers are more susceptible to CO intoxication than nonsmokers.

Prevention of CO intoxication is mainly by control of CO at its source
by reducing the release of CO into the atmosphere. In addition, in areas with
a high potential for exposure, ensuring a clean work environment by mainte-
nance of efficient exhaust systems or catalytic oxygenation of CO to CO; is
essential.

3.4.2 Carbon Dioxide

Carbon dioxide (CO,) is an odorless gas, heavier than air, that is produced during
the burning of organic matter and by several industrial processes. It is also an
end-product of certain metabolic processes in the body.

Inhalation of CO, leads rapidly to hyperventilation (extremely rapid and
deep breathing), sweating, and headache. The initial symptoms may be followed
by loss of consciousness and death. The hyperventilation reflex is triggered by
specific receptors for hypoxemia (lack of oxygen in the blood) and hypercarbia
(excess of CO; in the blood).

The symptoms of CO; intoxication result from the displacement of oxygen
from the inspired air by high concentrations of CO;. This may lead to asphyxia
(loss of consciousness as a result of too little oxygen and too much CO; in the
blood). Treatment involves rapid removal from exposure, which is usually in a
confined space.
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3.4.3 Ozone

Ozone (0O3) is detrimental to health because it is a strong oxidant. O3 oxidizes
substances that contain double-bonded carbon or sulfur linkages. It is produced
in nature by photochemical reactions involving ultraviolet (UV) radiation and
nitrogen oxides. O3 (like some other irritant substances such as SO, chlorine,
and inert respirable dust) causes nonspecific bronchoconstriction by increasing
the reactivity of the airways. These effects are augmented in persons with asthma
or chronic bronchitis particularly in the presence of cigarette smoke.

Exposure to low concentrations of O3 (0.3 to 0.9 ppm) will produce symp-
toms of cough, dryness of the throat, and chest discomfort. Pulmonary function
tests will demonstrate obstructive impairment and increased reactivity. These
effects are transient and will subside when exposure is discontinued (transient re-
duction in ventilatory lung function). The clinical effects are the result of irritation
of the mucus membrane of the airways. Signs and symptoms of eye irritation may
also be present.

It is thought that long-term exposure to ozone may contribute to the devel-
opment of emphysema in the afflicted persons. At higher concentrations O may
cause pulmonary edema.

3.4.4 Nitrogen Oxides

Nitrogen oxides are by products of several industrial processes and usually exist
as a mixture. The oxidant gas nitrogen dioxide, NO;, is an efficient ultraviolet
light absorber that leads to the formation of ozone (NO, photolytic cycle).

uv
NOz g NO + 0]
0+0;, — 0,

NO; is a reddish-brown gas with an irritating odor. Because NO; is not very
soluble, it is a deep lung irritant that may reach the bronchioles and alveoli. In low
concentrations, it may produce only mild upper respiratory tract symptoms. The
inhaled gas dissolves in the aqueous lining medium of the nasal and pharyngeal
mucosa where it rapidly forms nitrous and nitric acid, as is shown in the following
equation:

NO; + H,0 - HNO; — H" + NO3

In acute exposure, the formation of an acid causes immediate irritation to
the mucosa of the airways. Similar signs of mucosal irritation may also appear in
the eyes (conjunctivitis). In the lungs the initial response will be cough, dyspnea,
and a bronchospasm reaction.
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As sufficient quantities of the gas reach the lung parenchyma, it may cause
acute bronchiolitis and damage to the alveoli. Inhalation of higher concentrations
may result in pulmonary edema and death may occur.

The acute phase of the pulmonary reaction may be followed, several weeks
later, by a delayed reaction of bronchiolitis obliterans. This is a more chronic
state of inflammation, progressing to bronchiolar fibrosis and emphysema. Such
a progressive process may lead to respiratory failure due to massive pulmonary
fibrosis. In some cases, acute relapses of pulmonary edema and pneumonia may
occur but in other cases, complete recovery follows the acute stage. An associa-
tion between NO; exposure and repeated childhood respiratory infections has been
demonstrated. This increased susceptibility to respiratory infection is only rarely
identified as being related to an earlier exposure to NO,. Exposure to low con-
centrations of NO, may increase airway reactivity (airways resistance) in normal
subjects without producing overt clinical symptoms. In asthmatics, such exposure
may initiate asthmatic attacks.

Extrapulmonary Effects of NO, (Methemoglobinemia)

The heme iron of hemoglobin in the red blood cell is normally maintained in the
reduced ferrous (Fet™) state, in which it fulfills its oxygen transport function. The
unique form of the hemoglobin complex has the remarkable property of being able
to combine directly with oxygen, while the iron is retained in the reduced form.
Oxyhemoglobin is carried in the red blood cells to all body tissues, where oxygen is
delivered to the cells to supply their needs (according to oxygen pressure gradient).
This process may be disrupted by a variety of nitrogen-containing substances that
oxidize the iron in the heme moiety to its ferric (Fe™) state. This valance change
may result in the formation of methemoglobin, an almost black pigment, which
cannot combine reversibly with oxygen, resulting in a reduction in the supply of
oxygen to the tissues (anemic hypoxia).

In addition to the delivery of oxygen to the tissues, the formation of methe-
moglobin from hemoglobin ieads to denaturation of the hemoglobin and hemolysis
(the destruction of the red corpuscles with liberation of hemoglobin into the sur-
rounding fluid).

Clinical manifestations of methemoglobulinemia result from tissue hypoxia.
‘When the methemogloblin level exceeds that of 10 percent of the total hemoglobin
level, the affected person will show cyanosis (bluish coloration of the skin caused
by lack of oxygen in the blood). At higher concentrations of methemoglobin
(over 35 percent), symptoms of shortness of breath, weakness, and headache may
appear. All these symptoms are due to the reduced capacity of the blood to carry
oxygen to the tissues. The severity of symptoms is proportional to the fraction of
hemoglobin that has been transformed to methemoglobin.

Usually exposure to nitrogen oxides is gradual and signs and symptoms de-
velop insidiously. The major sign of this state is the development of cyanosis,



62 Chapter 3:  Health Aspects ofAir Pollution

particularly at the periphery, that is, lips, fingers, and toes (acrocyanosis). Since
the symptoms (fatigue, headache, palpitations) are not pathognomonic and since
methemoglobulinemia may be caused by a variety of agents and circumstances, a
thorough medical history (occupational and environmental) should be taken, inves-
tigating different possible exposure situations. Clearly establishing the causative
agent is of prime importance in order to prevent further exposure of the afflicted
individual and other persons potentially similarly exposed.

Biological monitoring of persons potentially exposed to nitrogen oxides is
feasible, since the level of methemoglobin in the blood can be determined in the
laboratory.

Treatment of affected persons includes removal from further exposure, ad-
ministration of 100 percent oxygen, and when the methemoglobin level is over 20
percent and the person is markedly symptomatic, administration of methylene blue.

3.4.5 Sulfur Dioxide Intoxication

Sulfur dioxide (SO,) is released into the atmosphere during many industrial pro-
cesses. It is the principal and most ubiquitous urban air pollutant. SO, is a highly
irritating gas, and at levels as low as 0.3 to 1.0 ppm it can be identified by either
smell or taste. Because of its marked solubility in water, it is almost 100 per-
cent absorbed in the upper airways in quiet breathing. Even during exercise it is
unlikely to penetrate beyond the large bronchi. Sulfur dioxide, as dissolved gas,
reacts rapidly with the aqueous medium of the mucous membranes of the body to
form sulfurous acid. Local irritation and response of membranes such as those of
the eyes, nose, mouth, and upper respiratory tract appear quickly.

When exposure is mild (6 to 12 ppm), the respiratory tract reaction will be that
of immediate cough and reflex bronchoconstriction. Epistaxis (nosebleed) may
result from damage to the nasal mucosa. Cough and expectoration are also related
to the direct stimulating effect of SO, on the mucous glands in the respiratory tract.
This leads to an increase in the secretary capacity of these glands (and goblet cells)
such that mucus is discharged faster and in larger quantities into the lumen of the
bronchi (hypersecretion). With time, hypertrophy of the mucous glands can be
identified and is accompanied by a chronic productive cough. (Similar phenomena
can result from chronic irritation by other pollutants such as NO, and O53.)

An intense exposure to SO, may lead to laryngeal spasm or pulmonary
edema, both of which conditions could be fatal. Chronic low-level repeated ex-
posures to SO, may exacerbate chronic bronchitis, increase airway resistance
(obstruction) in asthmatics, and result in ulceration of the nasal septum and de-
struction of dental enamel. Exacerbation of states of chronic bronchitis have been
shown to be clearly related to periods of heavy pollution with SO, in urban areas.
Similarly, respiratory tract illnesses in childhood have been found to be associated
with chronic exposure to even modestly elevated levels of SO,. People with a
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state of chronic bronchitis quite often have increased susceptibility to intercurrent
infections.

Sulfate ions in different substances vary widely in their irritant potency. The
sulfate ion itself is not an irritant. The most potent agent is sulfuric acid (H,SOy),
followed by ferric sulfate, zinc sulfate, and ammonium sulfate. Sulfur dioxide
may be absorbed by particulates in the ambient air and thus exert a synergistic
effect with that of the particle in question.

3.5

AIRBORNE POLLUTANTS CAUSING CANCER
AND OTHER DISEASES

Identification and assessment of environmentally caused disease in a particular
person is important so that he or she may be protected from further damage by
removal from exposure. It is also of great importance in the primary prevention
of similar diseases in other exposed, less susceptible people. Such assessment
requires quantitative information concerning type and extent of exposures. Since
many diseases become clinically evident only after chronic exposure over many
years, current environmental measurements are of limited value. Moreover, the
actual dose absorbed in the body is influenced by many factors such that even when
the level of the pollutant in the environment is known, it is hard to evaluate the
actual amount received by a particular individual. Since simultaneous exposure to
various pollutants frequently occurs, it is hard to determine the exact role of each
one of them in the development of the adverse effect in individuals or groups. The
approach to reducing the adverse effects of inhalants is mainly by regulation and
control of the quality of outdoor air.

As mentioned earlier. the lung is a primary gateway of entry into the body
for various toxic agents, although many of them will exert their adverse effects in
other organ systems. Metal fumes of cadmium affect the kidneys, while those of
mercury affect primarily the central nervous system and kidneys. Carbon disulfide
affects the cardiovascular and nervous systems. Benzene is known to harm bone
marrow, and vinyl chloride the liver. A detailed toxicological presentation of these
processes is not a part of the current work, but the examples given earlier illustrate
the significant role of the lung as a port of entry to many pollutants with broad
biological effects.

The lung is the organ system most intimately exposed to environmental
putative agents; some of them are confirmed human carcinogens and others are
suspected carcinogens. Among the air pollutants of concern here, none has been
identified as a human carcinogen. Airborne agents that are known to cause lung
cancer in man are bis(chloromethyl) ether (BCME), acrylonitrile, arsenic com-
pounds, chromium, iron oxide, mustard gas, asbestos, vinyl chloride, nickel, ura-
nium, and the output of coke ovens (exposure to polycyclic hydrocarbons such as
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benzo(a)pyrene). The association between cigarette smoking and lung cancer is
well established and will not be discussed here.
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4.1
INTRODUCTION

Emissions from transportation vehicles are a major source of pollution, especially
in urban areas. They are major sources of both local urban pollutants, such as
oxides of nitrogen, hydrocarbons, and carbon monoxide, and global greenhouse
emissions, like CO,. (They are a major source of noise pollution as well.)

Vehicle use creates not only emission of pollution, but also problems of
congestion, especially in urban areas. While congestion is not the focus of this
paper, many of the comments that follow could be applied to congestion and traffic
problems as well, not only to vehicle emissions of pollutants. Policy alternatives
that reduce vehicle emissions also frequently reduce congestion problems, and so
produce two sets of social benefits.

Automobiles dominate the transportation and travel activities in industrial-
ized countries (except Japan). Automobiles are also the main source of vehicle
emissions and are the main component of travel-related energy usage in all high-
usage OECD countries (Schipper et al. [5]). They have been the subject of concern
by international conferences on air quality and global warming, such as the Rio
Framework Convention on Climate Change and the United Nations Conference
on Environment and Development.

The contribution of vehicle emissions to pollution is illustrated in Table 4.1,
with numbers taken from several selected studies. Ascan be seen, for all categories
of pollutants investigated in these studies, the share of vehicle pollutants is quite
large.

In many ways, vehicle emissions represent a policy problem similar to indus-
trial emissions of pollutants. However, in some ways they are different, namely,
in the inability to apply the direct pricing methods favored by economists and
planners. The approach of economists and city planners to vehicle emissions is
addressed in this chapter.

All pollution emissions problems involve two separate sets of issues: techni-
cal engineering issues for controlling pollution and policy/incentive issues. Vehicle
emissions can be reduced through four principle methods: (1) fuel switching and al-
ternative fuels (Sperling, Setiawan, and Hungerford [6]); (2) exhaust-emission con-
trols; (3) reduced vehicle fuel intensity, that is, reducing fuel consumption per dis-
tance traveled; and (4) reduced vehicle use per capita. The first three involve tech-
nical and engineering solutions. The last one involves alterations in travel behavior.
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Table 4.1

Selected Estimates of Proportion of Pollution Originating in Vehicle Emissions, from Previous
Research Papers, by Country/City

United United Santiago,
States Kingdom Japan Sweden Chile
Volatile Organic 27% 41% 40% 45%
Compunds—VOC’s
Carbon Monoxide 50% 90% 78%
Nitrogen Oxides 29% 41% 80% 69%
Particulate Matter 17%
All Greenhouse 22%
Gases
Black Smoke 46%
Carbon Dioxide 19% 22% 46%
Sulfur Dioxide 23%

Sources: For the US, Environmental Protection Agency (1) and DeCicco (2); for Japan, Ono (3); for
Sweden, data from Statistics Sweden; for Santiago, Hall et al. (4).

The policy/incentives issues can operate upon any of these four areas. They
can address the problem of getting polluters to adopt engineering solutions avail-
able in order to reduce emissions. If there is no incentive or requirement to do so,
even the most wonderful and impressive engineering solution will not be applied
or adopted.

Economics and planning both address the policy problems of implementing
emissions reduction. While command-and-control forms of pollution control are
possible, where a regulator simply dictates abatement of emissions, such meth-
ods are generally not favored by economists. This is because they are generally
considered inefficient and/or ineffective.

Instead, planners and economists generally prefer policy methods that oper-
ate through incentive structures. This isin spite of the fact that much real-world pol-
lution abatement policy operates through administrative commands, which func-
tion primarily through regulation, but contain incentive elements in the form of
penalties and subsidies.

Pollution will be reduced when it becomes profitable for polluters to reduce
it. It can be made worthwhile through a variety of carrot-and-stick methods. In ad-
dition, any pollution abatement program will involve enforcement and monitoring
problems, but it is often thought that those operating through the creation of an
incentive structure have more manageable enforcement and monitoring (Lee [7]).
So instead of a governmental authority issuing cease-and-desist orders to poten-
tial poiluters, preferred methods involve “making it worth their while” to reduce
pollution, such as through making reward payments for abatement or levying a
fine or tax or charge for emissions. For further discussion of the role of economic
incentives in environmental policy, see Barde [8], Baumol and QOates [9], Downing
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and White [10], Folmer, Gaebel, and Opschoor [11], Hahn [12], Markandyal and
Richardson [13], Mills [14], Opschoor and Vos [15], Stavins {16], and Tietenberg
[17, 18, 19, 20].

4.2

THE NOTION OF OPTIMAL POLLUTION
ABATEMENT AND CONTROL

It sounds strange to most ears to hear economists and planners discuss the “optimal
amount” of air pollution. Most people take it as axiomatic that the “optimal”
amount must be zero, and that the goal of public policy must be to get as close
to zero as possible. This is fallacious. Optimal pollution would be zero only
when the costs to society from an incremental reduction in pollution are also zero.
Since lowered pollution generally must be accompanied by a loss in some other
commodity or service that members of society value, a trade-off problem arises.
Do we want a bit less pollution with a bit less of those commodities and services
we value, or not?

Zero pollution would be optimal only if the costs for reducing pollution were
also zero. In general, these costs are not zero, and are indeed increasing with the
level of environmental cleanliness. Hence, the marginal costs of any increment
in pollution reduction become more and more expensive, the more pollution has
already been abated.

While incremental costs for pollution abatement rise, the incremental bene-
fits generally decline as pollution approaches zero. The sacrifice that people will
be willing to make—for example, in terms of their living standards—in order to
eliminate N tons of some pollutant from their environment will depend on the
total amount of pollution they have already eliminated, or the residual level of
pollution. If they live in a highly polluted town, the sacrifice they are willing to
make to eliminate N tons of the pollutant is likely to be quite large. In other words,
the marginal benefits from such pollution reduction are large. If they are living
in a near-pristine rural environment where there is little pollution to begin with,
the sacrifice they are willing to make to eliminate the same N tons of pollutants is
likely to be much lower.

These basic notions are illustrated in Figure 4.1. The marginal benefits curve
is downward sloping and indicates the value (in terms of what the representative
consumer would be willing to pay or sacrifice) in order to eliminate a certain amount
of pollution. It slopes downward because environmental “cleanliness,” like every
other consumer good or service, involves diminishing benefits or “saturation.” As
the environment becomes cleaner and cleaner, people will tend to prefer other
consumption goods or public services to any further pollution abatement.

On the other hand, the marginal costs of pollution abatement are presumed to
increase, for the same reason that marginal costs in all or nearly all other economic
activities increase. At any point in time, any reduction in some pollutant by N tons
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Fig. 4.1

Marginal Value

Amount of Pollution Abatement

Cost-benefits trade-off in pollution abatement.

will be more expensive, the more it has already been eliminated. This is because
the cheaper and easier steps or technologies for abatement are presumed to have
been already utilized, leaving only the more expensive.

Optimal pollution or, if you prefer, optimal environmental cleanliness is de-
fined theoretically by the intersection between the marginal benefits and marginal
costs curves. This implies that any level of pollution abatement to the left of the
intersection is too little, leaving “too much pollution.” But any point to the right
involves “too little pollution.”

The danger of “too little pollution” is not a mere academic fantasy and
can occur in the real world. For example, many public utilities operate under
a cost-plus pricing environment, where they price electricity so that the price
covers all costs plus some markup. Among the costs to be passed on to consumers
automaticaily under such a cost-plus system would be costs of pollution abatement,
such as at power generators. In the absence of some other regulatory constraint,
the utility can continue to invest in pollution reduction well beyond the point of
optimal abatement. In other words, under cost-plus pricing, there is nothing to
prevent overinvestment in pollution reduction and, hence, “insufficient pollution”
emanating from public utilities. There are reasons to suspect that such excessive
pollution abatement really occurs in some utilities.

Thus far, the definition of optimal pollution closely resembles the defini-
tion of efficiency and optimality in all other areas of economics and for all other
markets, goods, and services. There are several problems with applying ordinary
economic tools and means for achieving efficiency to problems of vehicle pollution
abatement.

1. The “public goods” nature of the abatement problem means that in most
contexts, abatement must be decided through public policy and not by individual
consumers. Environmental cleanliness is a public good in the sense that it is
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enjoyed as a collective good. There exists a “free-rider problem” because once
the environment is clean its cleanliness cannot be withheld from those who do not
pay for it; and this means it cannot be priced or marketed as an ordinary good.

If we allowed all individuals to decide whether and how much of their
pollutants to reduce, far too little would be abated. Each polluter would think to
himself or herself, “Since I am very small compared with overall society and my
poliutants are negligible relative to total pollutant levels, why should I bother to
invest resources in abating my pollutant?”

When all individuals think in this way, little if any pollution is abated. This
is known in economics as a market failure problem, and it means that individuals
optimizing individually do not produce a social optimum. There are many other
sets of circumstances in which market failures can occur, and where public policy
measures are required to correct market behavior and incentives. This is the focus
of public finance within economics.

Another way to explain this point is to note that in most markets, people
can assess the marginal benefits from any form of consumption individually. Con-
sumers can choose for themselves individual levels of consumption. The social
marginal benefits curve is merely an aggregate of these individual consumer de-
mand curves, revealed through observing how consumers’ behavior changes as
prices change. For public goods or for those services requiring provision through
some governmental collective mechanism, there exists no economic method for
translating individual preferences into socially preferred levels of consumption.
This is particularly the case in problems of pollution control. Instead, some gov-
ernmental or political mechanism must operate.

This will be true even when marketlike imitation methods for reducing pol-
lution emissions are used, such as emissions taxes or indirect pricing policies.
While these price mechanisms create individual incentives for polluters to expend
costs and efforts in order to reduce pollution, the rate or level of such taxes must
be determined coilectively, not individually by consumers. This is much like the
observation that income tax rates or traffic ticket fines must be determined col-
lectively rather than allowing individuals to select their own individual rates. The
earliest proposals for such taxes include Baumol and Oates [9], Mills [14], and
Roberts and Spence [21]. For recent discussion of emissions taxes, see Goulder
[22], Hahn [23], Lee [7], Markandy and Richardson [13], Parry [24], Shapiro and
Warhit [25], Tahvonen [26], and Tietenberg [17, 27].

2. In many cases, the costs and benefits of pollution abatement are not out-
of-pocket cash costs, but rather opportunity costs at the societywide macro level,
involving the forgoing of other private or public goods and services. For example,
suppose that all forms of power generation involve some pollution; the question
of whether to produce more or less power is the same as whether to have higher
or lower consumption of electricity, and also whether to have slightly higher rates
of mortality and morbidity or not. If a particular form of vehicle operation (or
an industrial process) creates inevitable pollution, then there may be no way to
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reduce that pollution other than through curtailing travel activity, such as through
mandatory trip reduction.

A direct trade-off will take place between the consumption of whatever it
is that produces the pollutant emissions and environmental cleanliness. If there
are no cost-effective ways to eliminate automobile emissions, then society faces
a trade-off between curtailing automobile travel and use versus suffering more
pollution. Other sorts of noncash trade-offs from pollution abatement may be a re-
duction in travel speed or safety, reducing real consumption levels, inconvenience,
and discomfort.

3. Pollution and emission problems involve severe externalities, where there are
spillovers of costs and disutilities to other producers and consumers. Ineconomics,
an externality 18 a situation in which one individual’s behavior causes costs (or ben-
efits) to spill over onto other people. For example, if I operate a discotheque in my
apartment, I spill noise pollution costs on to my neighbors. If I pollute my part of
the river, I spill losses on to all the fishermen downstream who will catch fewer fish.
If my office is a fire hazard, I spill fire risks on to neighboring offices. And so on.

In classical economics it is well known that the existence of any form of
externalities may mean that market operations and solutions are suboptimal, and
public policy intervention may be called for to correct matters. While externalities
have been postulated theoretically for many problems in public policy, there are
few areas where they can credibly be shown to exist in significant levels, and the
main such area is pollution emission. In some special cases, market participants
may resolve externality problems on their own (this is known as the Coase theorem)
through side payments, eliminating the inefficiency (for example, if the fishermen
“bribe” the polluter not to dump pollutants in the stream, if the neighbors “bribe”
the person or office not to engage in the behavior spilling risks or nuisances on to
them). But where externalities are widescale and involve large numbers of people
who are affected by the spillover of costs or harms, it is generally agreed that the
Coase side-payment resolution is not feasible. Hence, some form of public policy
intervention is required to avoid the excessive harms caused by the externalities.
This will generally be the case for vehicle emissions.

4. Unlike most consumer goods, pollution abatement is a goal that often can-
not be isolated from assorted other public policy goals. Consumption of cinema
films or toys or tomatoes generally does not involve complex trade-offs and con-
flicts with other important competing social goals. Pollution control does. This
is especially true for pollution emissions from transportation vehicles. We want
transportation vehicles to emit as little pollution as possible, but we also want a
well-developed transportation sector in which people and goods can move about
quickly, safely, and cheaply and reach a large number of destinations. These goals
are not fully consistent and require choices and trade-offs.

Hence, pollution abatement can only be addressed within the framework
of complex multicentered or multiple-goal public policy discussion. Pollution
control is just one of many goals and considerations in transportation policy.
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Other considerations might include costs and speed of commuting and transporting
goods, the impacts upon different social or interest groups, the impact upon land
prices and conservation of land, safety, size, and shape of urban areas, population
distribution, and so on. Often any change in policy to reduce vehicle pollution may
necessitate negative impacts on one or more of these many other policy goals. On
the other hand, abatement policies could also have positive impact on some other
policy goals, such as the congestion problems already noted. Hence, pollution
abatement cannot be addressed in isolation from these other policy goals.

All of the preceding considerations mean that the identification of the “right”
level of pollution is difficult and complex. It does not change the fundamental
observations that not all pollution abatement is desirable nor justifiable, and that
some form of public policy intervention is generally necessary in order to achieve
or approximate optimal pollution control.

4.3

ALTERNATIVE SETS OF ABATEMENT POLICIES
FOR MOBILE-SOURCE EMISSIONS

Arguably, the most important idea in all of economics is the centrality of the role
of incentives. Economists and public policy analysts believe people are rational in
the sense that they respond (at least in aggregate) to incentives in all things. This
would include pollution and emissions probiems. Thus, most economists would
argue that the best way to reduce emissions and pollution is to create incentives for
their reduction. As noted in the previous section, ideally such incentives should
be just enough to reduce pollution emissions to their optimal level, and no further.

In general there are two prototypes of policy methods that may be chosen
to reduce pollution, with a wide variety of specific policy forms to be found under
the headings of each prototype:

A.  Administrative Methods
B.  Pricing Methods

Pricing methods themselves may be either direct/Pigouvian or indirect. As we
will see, direct/Pigouvian charges are not feasible for vehicle emissions, leaving
administrative and indirect pricing policies as the feasible sets of alternatives.
While not a relevant option for vehicle emissions, nevertheless, we will include
direct/Pigouvian policies in the following discussion, as they illustrate the concerns
of economists and planners in resolving emissions problems.

Administrative methods are dictates from policy makers and regulators that
define acceptable maximum levels of pollution emission for polluters. They are
directly legislated or mandated pollution levels, such as a maximal emissions level
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for each factory or each vehicle. An administrative dictate could be the require-
ment that a given fleet of transportation vehicles not emit a particular pollutant in
quantities beyond some maximum amount. It differs from pricing methods in that
polluters are left with no choice as to their level of pollution; as we will see, under
pricing methods polluters” incentives are “doctored” by the policy maker but indi-
viduals ultimately decide on their level of pollution on their own. Administrative
methods will require some enforcement or monitoring system to see to it that such
regulation is obeyed (Lee [7]).

Under pricing methods, the policy maker or regulator does not impose a
formal polluting quota upon producers and operators of vehicles or factories. Each
polluter still can decide individually which level of pollutants to emit. Rather, a
fine or tax is imposed upon polluting or pollution-related activities or upon each
unit of a pollutant emitted for the purposes of altering incentives. Once incentives
are altered, policy relies on individual polluters to reduce their emissions in order
to save costs to themselves. For example, for a factory’s pollution a charge could
be imposed upon emissions of certain hydrocarbons.

The basic logic of pricing methods is that they motivate polluters to inter-
nalize the social costs of their emissions; that is, individual polluters must pay out
of pocket for those emissions that in fact impose harms or costs on society. The
pricing method makes individual polluters view their own out-of-pocket polluting
costs and the harm they impose on society as one and the same. Therefore, they
seek to reduce their harmful spillovers to society, not out of altruism and social
conscience but rather in order to make greater profits.

Pricing methods operate through individual incentives. External costs im-
posed on society become transformed by the pricing method into internal private
costs borne by the polluter. Hence, individual incentives are created to expend
costs and efforts to reduce the emission.

It should be noted that both administrative methods and pricing methods
require that the public policy makers or regulators be capable of measuring emis-
sions from the vehicles (or factories) in question in a reasonable, reliable, and
cost-effective way. Otherwise, neither can be enforced. Theoretically, any poilu-
tion level achievable through administrative dictate is achievable through judicious
pricing as well. The two sets, however, differ in some ways; in particular they are
not fully equivalent under conditions of uncertainty, in which case technical mat-
ters (such as the slopes of supply and demand curves) alter the relative effectiveness
of the two sets of policies (see Weitzman [28)).

Having noted this, it should be emphasized that economists and policy an-
alysts generally believe that pricing methods of emission abatement, especially
direct pricing methods, are superior to administrative methods and operate more
efficiently (for example, Swaney [29]). The reason for this is that pricing methods
require only that policy makers assess the social damage from unit emissions of
pollutants, rather than try to impose some global or individual cap to emissions
themselves. Policy makers rely on incentives to get the job done rather than the
prescience of bureaucrats. If each ton of hydrocarbons emitted inflicts X dollars
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of harm upon society in the view of policy makers, then in theory all vehicles or
factories emitting such hydrocarbons could be charged an emissions tax or charge
of X, and the incentives would do the rest. Unfortunately, this is not a feasible
solution for vehicle emissions. For discussion of the uses of economic instruments
in environmental policy, see Baumol and Oates [9], Markandya and Richardson
[13], Mills [14], Opschoor and Vos [15], Stavins [16}], and Tietenberg [17].

Under administrative dictates, policy makers have difficulties in setting in-
dividual maximal emission standards for individual polluters. If they set global
emission standards that are reasonable and socially efficient, they still face a prob-
lem because each “quota” of pollution for individual polluters will be arbitrary and
probably seen as unfair and preferential, making it politically unpopular as well.
Under pricing methods, in a sense polluters select their own level of emission,
based on the costs and benefits of pollution abatement, as well as the method for
abatement. The benefits to individuals consist of avoiding the direct or indirect
emissions tax. Thus, at the level of the individual polluter, emissions are abated
just as long as the marginal costs of such abatement are less than the marginal ben-
efits from avoiding the charge. In other words, the efficiency mechanism described
in Figure 4.1 in the previous section operates at the level of the individual polluter.

Pollution charges under the pricing methods are also far more flexible and
adapt more readily to changing circumstances than do administrative dictates.
Direct or indirect pricing of emissions retains a marketlike flexibility. Under
administrative controls, there are no responses at all or at best very slow responses
to changes in the costs and social benefits from emission abatement. For example,
administrative controls will respond poorly to the need to reassess control levels
due to a technological change reducing costs of abatement, a seasonal change in
climate, a change in the overali level of pollution in a specific environment, and so
on. Under pricing methods, emissions levels are determined in a marketlike system
where pollution costs are internalized by polluters, and so resource efficiency
and flexibility of output are preserved as in ordinary market environments. As
costs of abatement change, the supply and demand for the vehicles or products
producing the emission shift automatically, with no need to wait for slow political
or bureaucratic processes to catch up.

4.3.1 Pigouvian Pricing Mechanisms for Controlling Emissions

Pigouvian or direct pricing mechanisms are the pollution abatement methods pre-
ferred by economists. Unfortunately, they are not feasible for vehicle emissions.
Nevertheless, it is worthwhile identifying the advantages of these methods. As we
will see, because they cannot be applied to vehicle emissions, abatement policies
for those emissions might be considered to be within the realm of second-best
policies. In order to understand the considerations that make such policies second
best, it is helpful to understand the theoretical advantages of what are generally
considered first-best abatement policies.
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Pigouvian taxes are taxes or charges levied directly upon any externality.
They were first proposed by Pigou [30]. The idea is to force polluters or producers
of any other externality to internalize the costs they impose on society by being
charged a fee equal to the (negative) value of the externality. Because the Pigouvian
charge is direct and proportional to the level of the externality activity, itis generally
regarded as the most efficient method for controlling the externality. Polluters will
strive to minimize the payout for this charge in exactly the same way that they
try to minimize any other costs of production or consumption. If the charge is
directly related to the quantity of emissions and adequately enforced, the only way
to avoid its payment is to avoid emission in the first place. As long as the costs of
abatement are lower than the emission charge or tax itself, polluters have incentive
to spend those costs to reduce the pollution. This is true of both vehicle users and
industry in theory.

Because the direct Pigouvian charge is levied on the emissions themselves,
there is no interference other microdecisions by the polluter. Indeed, the full scope
of the creativity and imagination of the polluter will be focused by the incentives
upon abatement itself. Regulators do not need to dictate how to reduce emissions,
only that their reduction is desirable and profitable. If reducing fuel consumption
or if using public transit is the best way to do so, there are now incentives in place
to reduce such consumption; but if there are better or cheaper ways to do so, then
these will be selected. Decisions regarding which method should be utilized will
be made at the level of individuals, not collectively by government bureaucrats
and politicians.

Under direct pricing, different polluters may select different methods for
achieving abatement, unlike the “one method fits all” abatement systems dictated
under administrative policies. By concentrating the minds of individual vehicle
users and other polluters on emissions abatement, the ingenuity of these same peo-
ple is unleashed in a way that would be impossible under administrative command
and control systems.

Theoretically, direct pricing can be set in such a way that the conditions for
achieving optimal abatement, as discussed in Part II, are automatically met. These
conditions are achieved simply by setting the pollution tax or charge equal to that
level where the marginal social benefits curve equals the marginal social costs
curve in Figure 4.1. At the optimum charge, emissions should be eliminated as
long as the costs of abatement are less than the social value of abatement. When
costs of abatement exceed this level, it is undesirable for the abatement to take
place and so it will not. Polluters can be motivated to achieve exactly the optimal
levels of abatement by setting the emissions charge equal to this level. Rational
polluters will then take steps to avoid emissions as long as the costs of these
steps are less than the emissions charge. (For recent analyses of the efficiency of
Pigouvian taxes in different contexts, see Barthold [31], Carlton and Loury [32],
Folmer et al. [11], Goulder [22], Johansson [33], Lee {7], Mills [13], Parry [24],
Roberts and Spence [21], Tahvonen [26], Tietenberg [17, 18, 19, 20], Wirl [34],
and Xepapadeas [35, 36].) These steps will include all choices that result in lower
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emissions, including such remote choices as using public transit more intensively
or keeping vehicles tuned.

A variant on the notion of Pigouvian direct charges that has attracted consid-
erable attention in recent years has been the idea of marketable emissions permits.
Here the regulator distributes or auctions permits that allow polluters to emit a
certain level of pollutant, and these permits then become transferable and mar-
ketable. Potential polluters can buy and sell them. The permits are then priced by
the market, rather than by the regulator. In reality, they closely resemble Pigouvian
taxes, except that the tax level is market determined rather than regulator selected.

Assertions of the optimality of Pigouvian taxes in environmental contexts
under at least some circumstances can be found in Baumol and Qates [9], Carl-
ton and Loury [32], Downing and White [10], Hahn [12], and Xepapadeas [34,
35]. While marketable and tradable emissions permits have recently captured the
imagination of environmental economists, these too can be shown (Baumol and
Oates [9]) to be equivalent to direct emissions charges, at least under certainty,
and so will be regarded here as a variation on the theme of direct environmen-
tal policy alternatives. The principal difference is that under traded emissions
permits, the market in effect sets the emissions tax, not policy makers, who set
the quantity of emissions permitted. Tradable emissions permits are discussed in
Atkinson and Tietenberg [18], Carson [37], Downing and White [10], Hahn and
Noll [38], Maleug [39], Montgomery [40], Roberts and Spence [21], and Tieten-
berg [17]. There have been extensive experiments with such pollution emissions
license marketing in the United States and some other countries. (For discussion,
see Carson [37], Downing and White [10], Hahn [12], Kort [41], and Ledyard and
Szakaly-Moore [42].)

Under direct pricing methods, the prices of emission, that is, the taxes or
charges on emission, are themselves market determined. Policy makers can deter-
mine what the permissible maximum global emission of some pollutant may be
in their jurisdiction and then auction off “polluting licenses.” Market demand will
then determine what the proper price should be for any “license to pollute.” Simi-
larly, policy makers could allot such licenses according to some formula believed
to be fair, and then allow secondary trading in the same licenses. The recipient of
a license or “pollution quota” could then sell it, for example, to someone else for
whom the costs of pollution abatement are lower (and, hence, the license is more
valuable). (For analyses of trading in marketable emissions permits, see Atkinson
and Tietenberg [43], Baumol and Oates [9], Hahn [12], Hahn and Noll [38], Kort
[41], Ledyard and Szakaly-Moore [42], Maleug [39], Montgomery [40], Shapiro
and Warhit [25], and Tietenberg [17, 18].)

It should be noted that direct methods, including Pigouvian charges and
marketable emissions permits, are all but irrelevant for vehicle emissions because
of the impracticality of direct emissions monitoring and charges for vehicles, at
least using current technology. (There have been some experiments with tradable
permits within the framework of CAFE fuel efficiency standards by vehicle man-
ufacturers.) But there are no practical ways to impose emissions taxes on vehicle
users. This means that vehicle emissions control and abatement must be achieved
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through either administrative command-and-control methods or indirect pricing
methods. Both of these alternatives are generally considered by economists and
planners to be second best and inferior to Pigouvian and direct methods. The best
of these second-best policies would be those that approximate as closely as possible
the externality-correcting incentive structures of direct or Pigouvian policies.

4.4

ADMINISTRATIVE METHODS OF POLLUTION
EMISSIONS CONTROL

Administrative controls are all those regulatory policies that work primarily through
some mechanism other than a pricing apparatus. They work through governmen-
tal dictate and bureaucratic control rather than through incentives for individual
polluters. Generally, administrative controls involve command-and-control types
of regulations, for example, where policy makers dictate a maximum amount of
emission for each vehicle or each polluter or a maximum number of trips or a
minimal fuel efficiency standard.

The distinction between an administrative control and a pricing control
mechanism is not always clear. For example, suppose an administrative con-
trol policy assigns a maximum level of emission to some polluter or a minimal
fuel efficiency standard for some vehicle, but the consequence of violation of this
limit is that the polluter pays some known fine or penalty. In this case, the adminis-
trative method may create incentives that operate very much like a pricing system,
at least with respect to violations exceeding the assigned maximum/minimum tar-
gets. Technically, an emissions allotment plus a penalty for exceeding the limit
resembles a pricing system known in economics as two-part pricing, where pric-
ing is nonlinear. For example, electricity may be priced so that the initial kilowatt
consumption is at a low rate, whereas additional consumption is at a higher rate.

Administrative controls may also resemble pricing methods whenever the
allotments under the controls can themselves be bought and sold and exchanged
among potential polluters. If a potential polluter is prohibited from polluting
altogether (at least beyond some limit) unless he or she purchases part of the
emissions allotment from some other polluter, then the price of those allotments
once they are commercialized is the shadow price for emission. In this way the
administrative control system may become a pricing system.

Let us consider several examples of administrative emissions abatement
programs and identify their advantages and disadvantages and damages from such
administrative controls.

4.4.1 CAFE Standards

Perhaps the best such example is the U.S. program establishing the Corporate Fuel
Economy Standards (or CAFE) for fleets of automobiles, initiated in 1975. Under
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this federal mandate, fuel economy goals were assigned to each manufacturer
of automobiles, not to individual consumers or users. CAFE standards were
adopted in the midst of the “energy crisis” in the mid-1970s. At first they were
thought to serve as a way to reduce energy demand. Later when energy prices
dropped, they were retained, in part as a way to control emissions from vehicles by
increasing fuel economy (see DeCicco [2] and Dellucchi, Green, and Wang [44]).
As a means to lower energy demand, they were not particularly effective (Green
[45] and Kleit [46]). By the mid-1980s the standards were increasingly unpopular
among economists (Becker [47], Crandall [48], Crandall and Nivola [49], Krupnick
et al. [50]).

The program to establish CAFE standards seems to have done everything
that is wrong from the point of view of efficient policy making.

First, it established mileage standards as a proxy for pollution emission
standards, an inefficient way to reduce pollution. Why not establish polluting
standards directly or price emissions directly?

Second, it established mileage efficiency standards for the fleets of vehi-
cles produced by car manufacturers rather than for individual vehicle owners and
drivers. Public policy should always address the “marginal,” the incentive of the
individual to buy one more unit, to produce one more unit, to drive one more mile.
CAFE standards apply to an arbitrary average of vehicles manufactured by each
manufacturer. Under the CAFE system, some drivers buy cars with extremely
low mileage and so presumably pollute a lot, whereas others buy fuel-efficient
cars and pollute less. The CAFE system imposes supposedly “efficient” mileage
standards upon averages of drivers, but not upon individual drivers, and so creates
a haphazard and arbitrary system of individual incentives.

Third, even if the system consisted of a matrix of individual mileage effi-
ciency standards for different vehicle classes, the CAFE system still would operate
through administrative dictate rather than through pricing. It would be far more
efficient to force individual vehicle users to pay a charge or tax for vehicle emis-
sion, based on quantity of emission. This would create an individual incentive for
emission reduction. And if it is true, as conjectured, that emission is directly re-
lated to vehicle mileage efficiency, it would create a demand for mileage-efficient
transportation vehicles. It would also create incentive to use public transportation
extensively and reduce trips. By contrast, CAFE vehicle standards create no such
direct incentives.

Fourth, CAFE standards have numerous harmful side effects because they
ignore the fact that automobile consumption is part of a complex multigoal con-
sumer and policy problem. The most well-documented side effect is vehicle safety.
In order to meet CAFE standards of fuel efficiency, vehicle weight and mass were
sharply reduced, by about 500 pounds per vehicle on average. However, it turns
out that vehicle mass is closely correlated with the incidence of death and in-
jury in accidents. Indeed, it may be the single factor most highly correlated with
survivability in accidents (Crandall and Nivola [49] and Khazoom [53]). This con-
nection was first noted by Robert Crandall of the Brookings Institution and John



44 Administrative Methods of Pollution Emissions Control 79

Graham of Harvard’s School of Public Health. They estimated that the CAFE
standards caused an additional 2200 to 3900 accident deaths in the United States
each year. Following their findings, a Washington, DC Court of Appeals in Febru-
ary 1992 temporarily overturned the CAFE standards altogether. Ironically, the
CAFE standards imposed serious risks of death and injury on precisely those users
of vehicles with the best fuel efficiency and lowest emission levels. Can there be
a better illustration of the iron law of unintended consequences?

4.4.2 Transportation Demand Management Programs

These policy tools have been used in major cities in the United States and other
OECD countries. The aim of transportation demand management (TDM) pro-
grams is to reduce congestion and mobile emissions through reducing or restrict-
ing travel demand, especially automobile travel demand to central urban locations.
TDM includes strategies for affecting travel behavior such as the adoption of flexi-
ble work schedules and hours to avoid peak hours, the encouraging of telecommut-
ing and teleworking (to avoid commuting altogether or to reduce miles traveled),
encouraging carpooling, and subsidizing mass transit.

The main reason for the increasing use of TDM is concern over air quality and
the negative impact thereon of metropolitan traffic congestion, especially during
peak hours, although traffic congestion has also been an important consideration.
TDM generally focuses on the journey to work and typically seeks to reduce
drive-alone commuting through incentives for using transit and ridesharing. A
particularly popular idea in recent years is the development of light-rail public
transit and other forms of mass transit as a solution to pollution-cum-congestion
problems. Advocates of these see them as long-term solutions that will result in
large-scale changes in travel behavior.

Two examples of TDM will be discussed here, mandatory trip reduction and
telecommuting.

4.4.3 Mandatory Trip Reduction

Mandatory trip reduction is an extreme form of the general set of policies known
as transportation demand management (TDM). Such mandatory trip reduction
programs are now in effect in the Los Angeles metropolitan area. In most cases,
such programs are rationalized on grounds of their environmental intentions,
namely, reducing vehicle emissions in metropolitan areas. They operate through
issuing governmental dictates of trip quotas and rations by place of employment.

Severe air quality problems in southern California have induced the South
Coast Air Quality Management District (the air pollution control agency for the Los
Angeles area) to enact Regulation XV, which went into effect July 1, 1988. This
requires all employers of at least 100 employees to develop, file, and implement a
trip reduction program to achieve specified ridesharing goals, as measured by aver-
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age vehicle ridership (AVR). This is measured by taking the number of employees
reporting for work between 6:00 and 10:00 A.M. divided by the number of vehi-
cles driven by them. Employers may choose their own internal incentive schemes
to produce these results, such as parking preferences, transit pass subsidies, pro-
motional activities, and rideshare matching procedure. (For a review of the early
results of implementing Regulation XV, see Giuliano, Hwang and Wachs [52].)
Fines for employers who failed to implement their own plans were introduced.

The program reportedly only produced a very modest mean increase in the
mean AVR of 2.7 percent, mainly through increased carpooling. Other program
features, including parking strategy incentives, seemed to have little effect upon
AVR. Any significantly larger increase would clearly require much greater in-
centives. There have been no attempts to estimate the impact of the program on
air quality in Los Angeles or to estimate what level of AVR would be required
to achieve significant air quality improvement. Other than ridesharing, indirect
methods used under Regulation XV for relieving vehicle congestion and emissions
involved subsidized vanpools, employer-provided or subsidized transit passes, and
telecommuting projects. The Los Angeles municipality gave a van to any employer
that agreed to fill it with commuters.

444 Telecommuting and Teleworking Projects

Another area in which administrative programs seeking to reduce vehicle emissions
(and traffic congestion) are operating with increasing frequency is telecommuni-
cations. Like mandatory trip reduction policies, these programs could be seen to
belong to the area of travel demand management (TDM). These projects would
include pilot programs designed to stimulate and encourage the use of teleworking,
teleshopping, telebanking, teleconferencing, and so on. In all cases, telecommu-
nications are supposed to serve as substitutes for travel.

Of these, telecommuting and teleworking have been the most popular and are
considered the most promising. They can be considered substitutes for staggered
work hours and arrangements. Some have argued that telecommuting could elimi-
nate travel altogether (Lee and Meyburg [53]) or at least significantly alter travel be-
havior (Mokhtarian [54], Nilles [55], and Salomon [56]). However, there are other
viewpoints, including some who argue that enhanced use of telecommunications
will produce increased travel and use of motor vehicles (Salomon [56] and Plaut
[571). Telecommuting can take place either from home or from special telecenters
that could be established in residential neighborhoods, reducing commuting and
eliminating some traffic and vehicle emissions in central business locations.

Telecommuting pilot projects have been implemented and are now in op-
eration in many places, including California, Washington state, the Netherlands,
and Japan. Some air quality regulations, such as in mandatory trip regulation pro-
grams, grant “credit” for home-based and telecenter-based telecommuting. For
example, Rule 2202 of the South Coast (California) Air Quality Management
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District (AQMD 1996) states that vehicle trip emission credits will be granted for
vehicle miles traveled (VMT) reduction programs, which may include telecommut-
ing. The application of this and similar transport control measures are motivated
by their conjecture that they produce nontrivial air quality benefits, but there has
been virtually no empirical confirmation to date of such benefits.

Recently the first attempts at quantifying the impact of home-based and
center-based telecommuting upon transportation use and on pollution emissions
have begun (Henderson and Mokhtarian [58]). From a small sample of workers
in the Puget Sound Telecommuting Demonstration Project, it appears that the
number of vehicle miles traveled (VMT) was significantly reduced as a result
of telecommuting (from 63.25 miles per person-day to 29.31 on telecommuting
days). However, the number of personal vehicle trips did not change significantly.
The drop in VMT translated into a 49 percent drop in emissions of oxides of
nitrogen and a 53 percent drop in particulate matter emissions on telecommuting
days compared with commuting days. Emissions from engine cold start (especially
emissions of total organic gas and carbon monoxide), of course, are eliminated only
in home telecommuting, not in center telecommuting. It should be emphasized
that there are serious questions as to how much of the entire labor force can
potentially utilize such telecommuting. If the percentage is negligible, so will be
the impact on emissions and congestion. Debate over the pollution benefits of
telecommunications use continues.

In addition to CAFE standards, direct assignments or allotments of trip
quotas, and administering of telecommuting pilot projects, other administrative
controls are commonly used by policy makers to control emissions of pollutants.
Among these are:

1.  Traffic management, especially in downtown urban areas.

2. Motor emissions standards and regulations. These are regulations requiring
vehicle inspection and emissions standards, and are probably the most widely
used abatement policy for nonvehicle emissions.

3. Land use policy.

Vehicle specifications, such as with respect to weight, size, power, and so
on.

5.  Targets for use of methanol and alternative fuels (Sperling, Setiawan, and
Hungerford [6]).

6.  Center-city parking policies.

As noted earlier, administrative methods contain severe practical disadvan-
tages because they substitute bureaucratic command and control for market mech-
anisms. Pricing methods will be all the more preferable within the framework of
complex multigoaled policy problems, such as vehicle emissions. Yet in spite of
all the advantages of pricing methods, policy makers have traditionally preferred
administrative command-and-control methods of abatement, even in multicentered
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policy settings. (See Baumol and Oates [9], Stavins [16], and Swaney [29] for
further discussion.)

4.5
INDIRECT PRICING MECHANISMS

4.5.1 Theoretical Considerations

Indirect pricing of emissions would consist of levying a charge or tax against some
variable that is closely correlated with the amount of the emissions, indeed, the
closer the better, but not upon the quantity of emissions itself. If, for example,
vehicle emissions were closely correlated with the quantity of fuel consumed, an
indirect tax on emissions could be effectively created through fuel taxes. Similarly,
pollution is presumably negatively correlated with the proportion of all travel that
takes place on public transit. Hence, a subsidy for travel on public transit could be
regarded as an indirect pollution pricing policy method.

One problem with indirect pricing is that if there is some way that the polluter
can reduce or avoid the charge or tax that has been levied without at the same time
reducing emissions, he or she will do so. Indirect policies can involve either a tax
or a subsidy. The latter case will be relevant when the indirect activity is believed
to reduce net emissions.

Formally, if Q is the amount of emissions and F is some activity correlated
with emissions, then an indirect abatement policy can be modeled as:

Q0 =C({F}+e,

where ¢ is some function, not necessarily linear. It is presumed that the first partial
¢’ is positive, and ¢ is random noise and is distributed with mean 0 and variance
o?. Anindirect tax will be a tax on F, which reduces F. An indirect subsidy would
be a subsidy that increases F, if F is negatively correlated with emissions Q.

In the special case where o is zero and ¢’ is 1, then the indirect emissions
tax is a perfect proxy for a direct emissions tax. More generally, an indirect tax (or
subsidy) is generally considered less effective and less satisfactory than a direct
emissions tax because its incentive effect is less unambiguous and less powerful.

Also, the greater is o2, the less closely will the tax burden or extra expense
borne by the polluter be correlated with the quantity of the emissions, which is what
policy is trying to control. If % is significant, polluters know that there is a chance
that they will pay a low tax even if they pollute quite a lot, yet they may be charged
a high tax while effectively reducing their emissions. Hence, the motivation to
expend costs and efforts to reduce emissions through capital investments to reduce
pollution or using a transportation vehicle less is reduced. At the extreme, where
o2 is very large, there is no incentive value at all to the charge because 0 no longer
depends in any meaningful way upon F.
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A second problem arises when ¢ is not linear. Under a direct emissions
charge, all units of a pollutant are in a sense created equal. Each is taxed at
the same rate. Under a nonlinear relation between emissions and the indirect
activity, the shadow price being imposed upon the polluter for each unit of the
emissions varies from unit to unit and perhaps from polluter to polluter. The
result is likely to be insufficient or excessive pollution abatement, depending in
part on whether the function ¢ is concave or convex. Incentives for abatement
will also vary at the margin from polluter to polluter. Such arbitrariness across
individual vehicle operators and owners (or across individual industries) could
make such indirect pricing unpopular because it is viewed as unfair and politically
controversial.

While direct emissions charges are generally regarded by economists and
planners as the better choice in terms of the efficiency of the set of incentives
created, in many situations they are simply not feasible or impractical. This may
be because direct monitoring of the emissions is too expensive, because there exist
no technologies for monitoring, because the direct pricing is politically unpopular
for some reason, or because evasion of the monitoring by polluters is too easy.

This problem is particularly relevant in transportation vehicle emissions.
One might imagine some sort of tamper-free monitor that someday might be in-
stalled in a car’s engine that measures pollutants directly and reliably, but no such
technology exists at the moment. Accordingly, only indirect pricing methods are
feasible today.

This means that pollution emissions pricing for transportation vehicles may
belong unavoidably to the realm of the second best, that is, policies that approx-
imate the policy goal and the incentive structure as closely as possible, given
imperfect and limited methods for achieving it. Formally, suppose that the social
costs or damages from each unit emitted of some pollutant have been determined
in some judicious manner (such as by elected legislators) to be equal to C. A di-
rect emissions charge will be socially optimal if it imposes a charge of C on the
emissions themselves.

An indirect charge, such as on the fuel consumed, also creates an incremental
effect related to each unit of emission, but an indirect effect. Other things equal,
the polluter is charged a higher tax when pollution increases, but the charge is
levied against some variable other than the emissions themselves. That activity
upon which the tax or charge is levied is presumed to be correlated with emissions.
The tax creates an incentive to avoid doing that activity which is taxed, and because
that activity is correlated with emissions, there is indirect incentive to avoid the
emissions.

For example, again consider a fuel charge. Fuel consumption is correlated
with vehicle emissions: The more fuel that is consumed, the greater the output of
pollutants. By taxing fuel, its consumption will be reduced. Vehicle users will
have incentive to purchase less fuel, and so may drive less and may use public
transportation more and may keep their engines better tuned. The indirect result
is the production of fewer emissions.
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Even though administratively charged as an add-on cost to the price of fuel,
one can formally define the value of the fuel charge as an indirect emissions tax
equal to:

¥ = dCosts/dQ = [dCosts/dF]-[8F /dQ] = [dCosts/dF]/¢’ 4.1

where costs refer to total activity costs to the polluter.

W is the effective indirect emissions charge, implicit and embedded within
the fuel tax. W may be stochastic, and will be so whenever either of the two
terms on the right-hand side of (4.1) is stochastic. The last term on the right-hand
side will be stochastic whenever o2 > 0, that is, where ¢ introduces noise into
the relationship between fuel consumption and the amount of emissions. Such
randomness could also result if the emissions from a unit of fuel depend on other
factors and decisions taken by the polluter, not included in equation (4.1) and
unaffected by the fuel charge. In the case of a simple fuel charge, then the other
term [d Costs/d F] reduces to that charge itself.

Ideally, ¥ should be set equal to C, the socially optimal emissions charge, the
charge that creates the optimal incentive for pollution abatement. But this may not
be possible because of the stochastic nature of the relationship between F and costs.

In sum, once direct pricing of emissions is ruled out, indirect pricing alterna-
tives must be compared and evaluated, using an efficiency criterion for judgment
and ranking in order to identify the best of the second-best alternatives. To date,
few formal methodologies for achieving such rankings have been developed, and
this is an important area for research.

4.5.2 Examples of Indirect Pricing Methods

We do not propose to resolve the debate here over the question of which indirect
pricing method is best of the second best. Instead, let us simply review which
indirect pricing policy alternatives are commonly discussed in the transportation
literature or by policy makers. Among these are car and fuel taxes, road user
charges, parking pricing, vehicle miles of travel (VMT) fees, and smog fees. The
goals of these are to internalize externality costs and to raise the effective user
costs of automobile travel. It is quite common to supplement any of these with
subsidization of public transit, in order to encourage the use of alternatives to
private automobiles.

Among indirect policy methods used to achieve motor vehicle emissions
abatement, perhaps the most common is the fuel charge. Fuel charges are taxes
on fuel, and are commonly used in the United States, Europe, and other countries.
While thought to reduce energy consumption, they are generally advocated as an
environmental measure. They are part of the set of policies designed to raise the
effective cost of automobile travel, including parking fees, automobile purchase
taxes, and road-use charges. All have an environmental impact to the extent that
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they serve to dissuade travelers from using private automobiles and switching
to public transit, or reducing travel altogether. Fuel charges may also serve as
incentive for improved fuel economy.

There has been some research on the environmental impact of fuel use and
fuel charges. Schipper et al. 5] analyze how fuel prices and other factors are
linked with automobile fuel consumption, travel, and fuel economy. Based on
data from Europe, the United States, and Japan, it was found that there is a clear
relationship between fuel prices and both on-road fleet fuel intensity and new-car
test fuel intensity. Fuel intensity is defined as the ratio of fuel consumed to distance
traveled. It is measured in liters per 100 kilometers (in most European countries)
or gallons per mile. They also found that there is a clear relationship between fuel
prices in the countries examined and:

a.  Fuel use per car;
b.  Fuel use per capita;
c.  Fuel use per kilometer.

Other econometric research has reached similar conclusions. (For a review of this
research, see Sterner [59].)

Fuel prices are often considered an important causal factor in determining
transit ridership. Tolls and road pricing also seem to affect both car and transit
travel (Lind and Lindkvist [60] and T@I [61]), as do parking policies and costs
(Jansson [62] and Nielsen [63]). Automobile taxation affects car ownership, and
also the selection of automobile characteristics, such as size and engine power,
which have an effect on emissions (Schipper et al. [5]).

There have been several plans implemented, such as feebates, which are
under discussion in California and designed to stimulate the purchase of less fuel-
intensive cars through reducing their taxation or through their subsidization. Such
programs have been implemented in Denmark and Norway.

Virley [64] examined the impact on CO; emissions in the United Kingdom
of increases in fuel prices and found that real fuel prices would have to double
between 1990 and 2000 in order to force the level of CO; emissions back to their
1990 levels. It was found that most of the abatement in the emissions would come
from improved fuel economy and not from reduced mileage traveled.

Another form of indirect pricing of emissions is the VMT fee. These are flat
fees paid by the driver for each mile driven, regardless of where or how that mile
contributed to pollution or congestion. VMT fees have been examined in southern
California (Cameron [65]). VMT fees are easier to monitor and implement than
smog fees or user charges, which are hour specific and location specific. User
charges vary by the level of congestion and pollution; they are considered to be first
and foremost congestion-reduction techniques, and only secondarily emissions
abatement tools.
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Parking pricing, especially in central business districts of cities, has often
been suggested as an indirect emissions abatement policy. It is thought to raise the
real costs of automobile commuting and so can induce greater use of public transit
or ridesharing. In the United States it is thought to offset the effects of employer-
subsidized parking (Cameron [65]). One survey in southern California discovered
that over 90 percent of employers provide free parking for their employees and
that the effect of free parking on travel demand is greater than would be the effect
of granting free gasoline (Wilson et al. [66]). In order to neutralize this, a parking
cash-out policy is being implemented in some parts of California, where employers
are required to offer a choice of a cash grant in lieu of free or subsidized parking.
In Los Angeles, a city ordinance requires payment of $15 per month as a transit
subsidy to employees who forgo free parking privileges. President Clinton has
also included this idea as a central feature of his Climate Action Plan,

Other examples of indirect pricing policies designed to affect emissions
would include:

Highway user charges and tolls.

2. Charges and taxes on parking fees, especially in central business districts of
urban areas.

3.  Congestion fees.
Subsidization of public transport (Feitelson [67] and Site and Filippi [68]).

4.6
CONCLUSIONS

Vehicle emissions are a very large part of overall air quality problems, especially
in urban areas. They are a major source for a number of pollutants and greenhouse
gases. The methodologies generally most preferred by economists and planners
for emissions control and abatement, direct Pigouvian charges and marketable
emissions permits, are not applicable to vehicle emissions, at least under current
technology. This makes the subject of vehicle emissions and pollution both an
important and an interesting policy issue.

Once direct emissions pricing methods are ruled out, remaining policy meth-
ods are administrative command-and-control regulations and indirect pricing meth-
ods. Both sets of policies are commonly used by policy makers in developed coun-
tries. Both sets of policies have problems, including the iron rule of unintended
consequences. Very little research has been done in developing tools for ranking
and comparing the efficiencies of these methods. Mobile-source emissions policy
must be formulated within the framework of a broad multigoaled transportation
planning policy, including land use planning, and must recognize the existence of
complex trade-offs among the competing policy goals.
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5.1
INTRODUCTION

This chapter provides an overview of the factors that are driving spark-ignition (SI)
engine research with an overview of the subsequent chapters in the spark-ignition
engine section. [llustrations are presented of the use of engines with optical access
for studying the mixture preparation and combustion processes in spark-ignition
engines.

It will be argued here that engines with optical access provide additional
information that is invaluable when it comes to designing engines (and their control
systems) that are capable of meeting the increasingly strict emissions legislation.

5..1 The Impact of Emissions Legislation
on Spark-Ignition Engine Development

The parallel demands for reducing both fuel consumption and emissions continue
to provide spark-ignition engineers and scientists with a challenge.

Emissions legislation has a major impact on engine development strategy. It
is much easier for legistators to decree ever more stringent controls on emissions
from spark-ignition engines than it is to implement other strategies, such as
improved traffic management and alternatives to personal transport in congested
cities. Itis also much easier to impose legislation on new vehicles thanitis to reduce
emissions from the existing vehicle population. Concern about the environment
is not likely to decrease, and as research continues, new concerns arise.

Originally with hydrocarbon emissions only the total quantity was of interest.
Now that there is a better understanding of the environmental chemistry by which
hydrocarbon species form ozone, emissions legislation is being developed that
takes the relative reactivity of the different hydrocarbon species into account.
Currently particulate emissions are not legislated for in SI engines. However,
there are emissions of submicron particles, and these are of a particular health
concern because of their ability to travel far into the lungs.

Of great current interest is the potential for direct-injection spark-ignition
(DISI) engines to achieve the specific output of gasoline engines, yet with fuel
economy that is comparable to diesel engines. Will these engines live up to current
expectations, or will the outcome be the same as two-stroke engines for passenger
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cars? Mitsubishi has already launched such a DISI engine [1, 2], and Toyota
[3] and Ricardo [4] are but two other organizations active in developing DISI
systems (Mercedes, Ford, and GM among others are also known to be developing
these engines). DISI engines operate at stoichiometric near full load, with early
injection (during induction) so as to obtain a nominally homogeneous mixture. In
contrast, at part load they operate with injection during the compression stroke.
This enables the mixture to be stratified, so that a flammable mixture is formed in
the region of the spark plug, yet the overall air-fuel ratio is weak (and the three-way
catalyst operates in an oxidation mode). However, in order to keep the engine-out
NO, emissions low, it is necessary to be very careful in the way the mixture is
stratified. It is far from clear yet whether or not DISI engines will be able to
satisfy increasingly stringent legislation (such as EURO IV), but the potential fuel
economy benefits are such that engine manufacturers cannot risk ignoring this
technology. The Mitsubishi engine has a swept volume of 1800 cm?, and it may
be very difficult to make this technology work in smaller displacement engines.
Even if DISI engines are possible in larger engine sizes, the higher cost of the
fueling system still has to be justified.

Future fuels for spark-ignition engines are also likely to become more di-
verse than at present, and this is in part a consequence of emissions legislation.
Only natural gas fueled vehicles can currently satisfy the U.S. EZEV(Equivalent
Zero Emissions Vehicle) legislation. Other causes of diversity are the use of
alcohol-based fuels derived from renewable sources. (When methanol is derived
from hydrocarbon sources, then the high energy cost associated with this limits the
use of methanol to special cases.) Fuel cell technology has also been developed
enormously, and these can be expected to compete with heat engine powered
vehicles in specialist markets (where a high premium is placed on low emissions).
The requirement of hydrogen for fuel cells has hitherto led to bulky on-board stor-
age or reformation of methanol. However, recent work (for example, by Johnson
Matthey developing its hot-spot technology) is expected to result in a hydrogen
output of more than 1 kW/litre-of-reformer [5]. This is a substantial reduction in
bulk. The ready availability of on-board hydrogen offers considerable potential
for SI engines to operate with very lean mixtures. Hydrogen can also be used as
a supplement to more conventional fuels, thereby extending their lean limit and
increasing burning velocities.

In the case of spark-ignition engines, there is scope for using heat from the
exhaust gases as an energy input to the fuel reformation process, thereby giving
two potential benefits. First, the calorific value of the fuel is increased, and second,
the hydrogen in the reformed fuel can be used to extend the lean mixture limit of
gasoline [6].

Apart from the need to conserve fossil fuel reserves, concern about global
warming is also leading to legislation for reduced fuel consumption. In this context,
it is usually referred to as a carbon dioxide tax, since there is a fuel dependency
on the carbon dioxide emissions per unit calorific value of the fuel. Although
there are no grounds for complacency, it is interesting to note that as atmospheric
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modeling has become more refined, predictions of global warming have been
reduced. Recent estimates [7] suggest that global warming will be between 0.2 and
0.4 K/decade with no change in current fuel usage patterns. This is a level which is
quite difficult to distinguish from natural changes in the earth’s temperature caused
by phenomena such as variations in sun spot activity. The difficulty of interpreting
observed climate changes adds importance to the need to model climate change.
However, climate modeling is extraordinarily difficult for a number of reasons.
First, the oceans act as huge thermal stores, and they also have the ability to absorb
carbon dioxide. Second, the most significant of the greenhouse gases is water
vapor, and it is thus necessary to model the hydrological cycle, in other words,
how much water is in the atmosphere, and in what form (clouds affect the incoming
and outgoing infrared radiation, and the water in clouds can be either water drops
or ice crystals of varying size). Climate modeling is clearly an immensely difficult
problem.

5.1.2 Overview of Part Il

The chapters in Part Il of this handbook provide a sound basis on which to
understand the origins and means of control of emissions from spark-ignition
engines. Simone Hochgreb provides an authoritative treatment of the sources
of the major emissions in spark-ignition engines, namely, nitric oxides, carbon
monoxide, and unburnt hydrocarbons. This chapter contains a critical review of
the mechanisms by which these pollutants are formed, and the treatment of the
material is characterized by full details of submodels that can be used for predictive
modeling.

The chapter by Mark Dulger on Wankel engines provides a useful reminder
that these engines are still being developed for a number of niche markets, such as
military applications, motorbikes, automobiles (Mazda), and electrical generators,
where its high specific output and few moving parts are an advantage. A Wankel
engine has recently attained flight approval by the CAA, and research is continuing
in many countries to improve such engines. Mark Dulger discusses the combustion
and emission characteristics of Wankel engines, and this includes the contribution
of rotor seal leakage to hydrocarbon emissions formation. It has also been shown
that leakage past the apex tip seal affects the flow field in the combustion chamber
[8]. Rotor seal leakage and wear are major considerations in Wankel engines, and
indeed there have been proposals to eliminate the seals altogether.

The chapter by Brian Milton on emission control for spark-ignition engines
is very broad in its content; in particular, there is a comprehensive treatment of
the topic of non-steady-state operation (both short-term transients such as speed
and load change, and longer-term transients like engine warm-up). As would be
expected there is a discussion of catalyst technology and the prospects for improve-
ment, such as fast light-off and an ability to reduce NO in an oxidizing environment.
Another important topic that is covered is the mixture preparation process, which
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of course has a particular impact on non-steady-state operation. Among other top-
ics included in this chapter are the means of reducing fuel consumption or carbon
dioxide emissions, for example, direct-injection stratified charge engines, and the
use of variable valve timing.

In conclusion, these chapters provide an excellent basis for researchers to
become familiar with existing knowledge, and to identify the issues where further
work is needed.

5.2
ENGINES WITH OPTICAL ACCESS

Engines with optical access through the piston crown are widely used in studies
of flow, mixture preparation, and combustion. A typical arrangement is shown
in Figure 5.1. Above the conventional piston crown is a slotted tubular extension
that supports the window in the piston crown. The piston slots enable an elliptical
mirror to be fixed, so that an image of the combustion chamber can be viewed
through the opposite slot. The piston crown window is typically 75 percent of
the bore diameter. The piston rings in the combustion chamber are often based
on graphite and fiber-reinforced polymers, so as to eliminate the need for any
lubrication. Such rings can run on cast-iron cylinder liners or indeed an annular
window. The lower piston will have a conventional oil control ring to avoid oil
contamination of the mirror and piston window.

Fig. 5.1.
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Quartz Piston
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Mirror
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Typical arrangement for optical access through the piston, and an annulus below the cylinder
head.
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The windows are usually made of fused silica (often referred to as quartz)
because of its high strength and low coefficient of thermal expansion, which lead
to a good resistance to thermal shock. However, fused silica is very brittle, so
great care is needed in the installation and support of the fused silica windows.
Fully annealed copper gaskets are a widely used method in firing engines, while
silicone sealant is sometimes used in nonfiring applications. The choice of window
material is governed by the radiation wavelengths that are of interest. Sapphire
is used when ultraviolet radiation is being studied, while germanium or silicon is
used when infrared radiation needs to be transmitted [10].

Engines have been built with full or partial optical access in the bore by
means of annular fused silica windows. When the optical access is the full length
of the stroke, then operation is usually confined to nonfiring or skip-firing tests.
An annular window causes substantial optical distortion, but Reeves et al. [11]
demonstrate how it is possible to correct for this. This particular study used
particle image velocimetry (PIV) for whole flow field studies. Flow measurement
techniques will not be discussed further here, but a comprehensive overview has
been published by Adrian [12]. The alternative to correcting for optical distortion
is to eliminate it, either by the use of plane windows set into the bore, or by means
of an engine that has a rectangular piston [13].

53
HIGH-SPEED PHOTOGRAPHY

For high-speed photography a choice has to be made between conventional film
cameras and digital (CCD) cameras. It will be argued here that when it is necessary
to have a large number of consecutive images, it is still necessary to use a film-
based system. The discussion that follows here is based on color photography,
since the spectral information is often of great significance.

5.3.1 High-Speed Cine Photography

Rotating prism cine cameras have been used for many decades. The film runs
continuously through the camera, and the rotating prism causes the image to move
with the film for a limited period, during which time a rotating shutter is also
open. Typically, rotating prism cine cameras use 16 mm cine film with framing
rates of up to 10,000 pictures/second (pps) at full frame (7.5 x 10 mm), with 40
frames/foot. The option for using half-frame at double the framing rate is usually
not very useful, since this elongates the image. Time is obviously required for the
camera to accelerate to the desired framing rate, and at 6000 pps this may use the
first 70 feet of a 100- or 400-foot reel of film. The advantage of a rotating prism
cine camera is that the filming is continuous for several consecutive cycles. For
example, at 6000 pps it is possible to obtain 12 consecutive combustion cycles of a
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Fig. 5.2.
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The optical arrangement of a Cordin rotating drum camera.

four-stroke engine running at 1000 rpm (with 1 frame/°ca), and this can be useful
in studying cycle-by-cycle variations in SI engine combustion.

Rotating drum cameras are an alternative to rotating prism cine cameras,
but with a limited number of images on each film. For example, the Cordin 350
rotating drum camera uses a standard length 35 mm film, and records 224 frames in
two columns (each 7.5 x 10 mm) at up to 35,000 pps. The use of a standard 35 mm
film means that specialized processing is not required. Figure 5.2 illustrates the
optical arrangement. The film is carried on the inside of the rotating drum, and the
rotating mitror reflects the light through the relay lenses at regular intervals. The
relay lenses focus the light image on the moving film, creating regularly spaced
discrete images. The obvious disadvantage of rotating drum cameras is that they
cannot record consecutive combustion cycles.

The choice of the film and its processing are also important, and the same
arguments apply to both type of cameras. Color negative and reversal films are
both readily available with a maximum sensitivity of about 400 ASA. The color
reversal film has the advantage that the processed film can be projected to give
true color images, but the exposure tolerance is much smaller than with color
negative film. Once color negative film has been processed, then a print has to be
made; this film then has the original colors in it. If the original negative film has
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been underexposed, then this can be corrected for when the print is made. The
negative colors can also be reversed to give the original colors when the film is
being transferred to video or being input to a computer.

The resolution of the image will depend on both the camera optics and the
film, but it is invariably the grain size of the film which limits the resolution.
The resolving power is expressed as line pairs/mm (Ip/mm—the finest spacing at
which black and white lines can be distinguished in the image). The camera’s
optical system resolution is likely to be about 40 lp/mm, and the resolution of
the film should be no worse, but this does depend on its type and processing. In
particular, when an underexposed film is forced (the developer stage of the process
is extended, so as to double or quadruple the sensitivity), then there is an increase
in the grain size, and a corresponding reduction in the resolution. Ona7.5x 10 mm
image, a resolution of 40 lp/mm would be the equivalent of 300 by 400 pixels. It
should also be noted that the maximum effective aperture of the camera is likely to
be determined by the internal optics of the camera, and not the maximum aperture
of the lens.

5.3.2 Digital Photographic Systems

A typical three-color charge coupled device (CCD) video camera has a maximum
framing rate of about 30 pps and 750 x 480 pixel resolution, but a shutter that
can give an exposure of 0.1 ms or shorter. Such cameras are also very sensitive,
with an ASA equivalent of about 4000. These CCD cameras usually have an 8-bit
resolution for each of the three color channels, so that each image will require
about 1 MB of storage. The output from a CCD video camera can be stored on
videotape or logged to a (PC) workstation via a frame-grabber card; such a system
is illustrated in Figure 5.3 [14].

Fig. 5.3.
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Table 5.1

Comparison of Color Imaging Technologies; the Data Are Intended to be Indicative of Typical
Systems. (Note: The Image Converter System is Monochrome)

Framing Rate Sensitivity Capacity Resolution
Imaging System (images/second) (ASA) (frames) (pixels)
High-Speed Cine 10,000 1,000 10,000 300 x 400
Standard Video 30 4,000 25 480 x 750
High-Speed Video 1,000 100 5,000 384 x 512
Image Converter 1,000,000 >10,000 20 512 x 752

A 200 MHz Pentium PC with appropriate hardware is typically capable of
grabbing 25 images/s. The number of images that can be stored is a function
of the hard disk (or other storage media) capacity, but for a large numbers of
images, it is probably most convenient to record the images on videotape for
subsequent selective frame grabbing. When a videotape system is being used, it
is best to use a professional system in which the three color channels are recorded
separately.

High-speed CCD systems are at least an order of magnitude more expensive,
and are currently only capable of recording about 1000 pps, with a 512 x 384 pixel
resolution. High-speed CCD systems have dedicated digital memory, and typically
1000 to 5000 images can be stored. However, the sensitivity of the camera is low
and if image intensifiers are used, then the output is restricted to a monochrome
image. Image converter cameras are also limited to monochrome, and combine
very high framing rates (over 10° images/second) with high sensitivity (equivalent
to over 10,000 ASA), but with a very limited number of images (20 or s0). Table 5.1
summarizes typical performance figures for different imaging systems.

Digital CCD systems invariably have an 8-bit output for each of the three
color channels (red, green, and blue), while standard video cameras usually have
analog outputs (although some professional cameras are available with digital
outputs). The analog outputs are processed by frame grabber cards which have
8-bit resolution for each of the three colors. Conventional film has the equivalent
of an analog output, but when the image analysis is digital, then the resolution
will almost certainly be 8 bits, since this is determined by the scanner and CCD
cameras/frame grabber resolution. The spatial resolution of frame grabbers varies
but is usually linked to the monitor resolution, such as SVGA with a 1024 x 678
pixel resolution. It should also be noted that the aspect ratios of the imaging/display
systems differ; for example, high-speed video has an 0.75 aspect ratio, while for
standard video it is 0.64.

Once an image has been digitized, a wide range of software is available for
image analysis. Typically this can be used for detecting the flame front position by
setting threshold levels, with outputs available of the flame front coordinates, area,
and perimeter. The perimeter on successive images might then be superimposed,
with false coloring of the areas between successive perimeters. Other software
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options that are useful include particle tracking, since there are frequently fuel
droplets or other particles present.

Clearly, the high-speed CCD systems are not currently fast enough for IC
engine studies, so much use has been made of CCD video cameras, with one
image being recorded from each engine cycle (25 pps corresponding to 3000 rpm
for a four-stroke engine). By externally gating the camera, it is possible to image
mixture preparation or combustion in one of two ways:

a.  Looking at cycle-by-cycle variations in the spray (probably small) and the
flame kernel, by grabbing every 720°ca.

b.  Grabbing every (720 + x)°crankangle to look at repetitive phenomenon
(such as spray development) with an increment of x°crankangle.

AVL provides such a system commercially [ 14], which includes a facility to assem-
ble images from representative cycles when there are cycle-by-cycle variations,
thereby recreating a representative combustion sequence.

54
FLAME FRONT DETECTION

The simplest method of flame front detection is by direct observation, as discussed
in the previous section. However, the flame front is three-dimensional and the im-
age is only two-dimensional, so the image from direct observation will be recorded
as the outer extremity of any part of the flame that falls within the field of view. A
further complication is the depth of focus, which only results in objects within acer-
tain distance range being within focus—an out-of-focus image of part of the flame
front will compromise the in-focus part of the image, thereby hindering detection
of the flame front. Nonetheless, direct observation is very useful, since in addition
to recording the flame front, there is likely to be information on droplet/particle
trajectories and the combustion of fuel that is still in the liquid state.

There is, of course, some difficulty in defining the flame front. The chemical
reactions that comprise combustion lead to radiation over a wide range of frequen-
cies (not all visible). Reacting species and heat both diffuse, so the flame front is
a zone of finite width in which there is also a high-temperature gradient (at least
1000 K/mm). The flame front can thus be detected by the presence of a tempera-
ture gradient, or the emission/absorption of radiation at a defined wavelength by
specific species.

The temperature gradient at the flame front leads to a density gradient, which
in turn causes a change in the refractive index. The change in refractive index can be
utilized by a schlieren system to visualize the flame front, albeit as a monochrome
image. Comprehensive details of how the schlieren system works and the necessary
optical arrangements can be found in many texts, for example, Merzkirch [15].
What is required is either a through-the-chamber optical path, or a mirror inside



5.4 Flame Front Detection 103

Fig. 5.4. e — ——
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Optical arrangement for a schlieren system that uses a single window. but a piston crown

mounted window, adapted from [16]

Fig. 5.5.
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A multiple laser sheet imaging system that uses Mie scattering, adapted from [17

the combustion chamber. An example of this (with details of the schlieren optical
arrangement) is shown in Figure 5.4.

There are a number of techniques for providing unambiguous two-dimensi-
onal flame images, and in general the principle is to use a cylindrical lens to
form a sheet of laser light, with viewing normal to the sheet, to detect laser light
absorption, or some other optical interaction.

One technique is to use Mie scattering, in which the laser light is reflected
from particles that are larger than the wavelength of the light. More light is re-
flected from the unburnt gas because its density (and the concentration of the
particles) is higher. Typically submicron titanium dioxide particles are used, pro-
duced by the hydrolysis of titanium tetrachloride. Hicks et al. [17] employed
a system with four sheets of laser light (see Figure 5.5), each at different fre-
quencies, so that by means of filters and a CCD camera, four simultaneous im-
ages were obtained from different planes. This system was limited to one set
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of images from a combustion event, but a single sheet of light was used in con-
junction with a copper vapor laser and a rotating prism camera, to obtain up to
10,000 images/s. The four simultaneous planar images provide useful informa-
tion about the flame shape in the third dimension. Burnt gas islands ahead of the
flame front in one plane can be seen to be connected to the burnt gas in another
plane.

Fiber optics enable two-dimensional imaging systems to be devised that do
not require special engines. Witze [18] has devised a system in which fiber-optic
cables are distributed around the circumference of a spark plug, with their axes
parallel to the spark plug body. This enables studies to be made of the early
stages of flame propagation, but there is obviously some ambiguity about the axial
positioning of the measurements.

A tomographic technique has been implemented by Philipp et al. [19], using
fiber optics embedded in a 2.5-mm thick cylinder head gasket; see Figure 5.6. Up
to 150 channels are used, with measurements being taken at a minimum of 0.1°ca
increments for up to 32,000 events. Good agreement has been demonstrated
between the tomographic reconstruction and conventional flame front images, in
an engine with through-the-piston optical access [19].

Fig. 5.6.
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A cylinder head gasket with fiber-optic sensors used for tomographic reconstruction of the
flame front position, courtesy of AVL.
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55

MIXTURE PREPARATION AND
COMBUSTION DIAGNOSTICS

The following material is restricted to laser-based techniques because of their
noninvasive nature. In an overview article such as this, it is not possible to give
full details of the underlying physics of the various techniques, nor indeed the
experimental details that can be found in papers. The intention here is to illustrate
the types of measurement that can be made, and further details can be found
in the associated papers. For details of the underlying physics there are useful
monographs, such as Chigier [20], Taylor [21], and Eckbreth [22].

5.5.1 Fuel Sprays and Vapor Measurements

5.5.1.1 Fuel Concentration Measurements

Laser-induced fluorescence (LIF) can be used to detect the presence of both fuel
vapor and liquid. Production gasoline and diesel fuels both fluoresce when subject
to UV light, but the fluorescence is only due to some components within the fuels.
These components tend to be the high boiling point constituents, and they will
thus not be representative of the whole fuel. Since the particular components
and their fluorescence are not likely to be characterized, then a more elegant
approach is to use single-component reference fuels (or blends) with dopants that
will fluoresce. A useful review of these techniques has recently been presented by
Felton [23].

Dopants such as 3-pentanone and valeraldehyde will fluoresce in both the
liquid and vapor phases with an almost identical spectra. However, by the use of
exciplex (excited-state complex) dopants it is possible to obtain different spectra
in the liquid and vapor phases. A fluorescent excited molecule (M*, such as
fluorobenzene) can be reacted with a second molecule (G, such as diethyl-methyl-
amine) to form a second emitting molecule M-G* (the exciplex). The exciplex
(M-G*) has an emission that is shifted toward the longer wavelengths (compared
to M*), and the relative concentrations of the dopants can be used to make the
exciplex (M-G*) the dominant emitter in the liquid phase, and the dissociated
species (M*) the dominant emitter in the vapor phase [23].

Great care is needed in the interpretation of fluorescence spectra because of
the dependence on temperature and pressure, and the presence of molecules (such
as oxygen) that can quench the vapor-phase fluorescence. A typical experimental
configuration would utilize passband filters (centered on the wavelength of interest)
and intensified CCD cameras interfaced to frame grabber hardware. Figure 5.7
shows the optical arrangement for planar laser-induced fluorescence (PLIF) in a
firing spark-ignition engine [24]. Great care is needed with the calibration in order
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Fig. 5.7.
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The optical arrangement for planar laser-induced fluorescence (PLIF) in a firing spark-ignition
engine, adapted from [24].

to allow for effects such as spatial variations in the laser intensity and the collection
efficiency of the detection system, and temporal laser intensity fluctuations. It is
thus necessary to generate calibration images (when the engine cylinder is filled
with vapor at a known concentration), and to record background level images.
Corrections then have to be made to the data from the firing engine to correct for
pressure and temperature effects so as to then produce two-dimensional plots of
fuel concentration.

5.5.1.2 Droplet Size and Velocity Measurements

Droplet velocity measurements can be made by Laser Doppler Anemometry (LDA).
Interference fringes are generated by coherent laser beams of equal intensity
(see Figure 5.8), and a particle traveling through the interference fringes scatters
intensity-modulated light which is detected by the photomultiplier. The rate of
intensity variation is proportional to the velocity component normal to the fringes.
If three noncolinear (and preferably orthogonal) interference fringes of different
wavelengths are generated within the same measurement volume, then all three
velocity components can be determined.

Phase Doppler Anemometry (PDA) [26] uses the same principle as LDA,
but makes use of three photodetectors at different angles to the measurement
volume. Each detector receives the same modulated signal as in LDA, but with a
time delay. The time delay is a phase shift which is proportional to the particle
diameter. Thus, simultaneous measurements can be made of the droplet sizes and
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Fig. 5.8.
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Optical arrangement for laser Doppler Anemometry (LDA), showing the interference fringe
pattern, collection of light in the forward scatter mode, and a typical output from the photo
multiplier [25].

velocities. Examples of such measurements are included in Figure 5.9, along with
air velocity measurements from tests on a motored engine. The measurements
are on a diametral plane, 10 mm below the cylinder head, 75°ca after the start
of the induction stroke. The shaded area represents the piston position, and for
the droplet size distributions the Sauter Mean Diameter (the total volume of the
droplets divided by their area) is greater than the arithmetic mean diameter. Similar
measurements have been reported for the Honda Vtec engine using a steady flow
rig, with data presented for the axtal and radial directions [28].

5.5.2 Temperature and Combustion Species Measurements

Laser-based diagnostic techniques lead to either incoherent or coherent signals
coming from the region being probed. LIF (see Section 5.5.1.1) is an example
with an incoherent signal. This means that the signal is radiated in all directions,
and in order to obtain a reasonable signal level, the signal has to be collected from
a large collection angle. However, optical access is comparatively simple, since a
single window can be used for the laser probe beams, and for collecting the signal
by means of back scatter. The poor signal-to-noise ratio that this implies also means
that such measurements are prone to interference. However, the measurements
can be two-dimensional when the excitation is by a laser light sheet.

Methods generating coherent (laserlike) signals tend to have stronger signals
but require line-of-sight access and tend to have only point or line measurements.
{Point measurements are made when the probe volume is defined by the intersection
of simple focused beams, whereas line or two-dimensional measurements are
made by the intersection of light sheets.) However, the resulting spectra are
complex, with a nonlinear dependence on the phenomenon (temperature or species
concentration) being measured.
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Fig. 5.9.
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Air axial velocity measurements, and fuel droplet axial velocity and size measurements in a motored spark-ignition engine [27].
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5.5.2.1 Incoherent Techniques

Laser-induced fluorescence (LIF) has already been discussed in the context of fuel
concentration measurements, and because the fluorescence spectra has a temper-
ature dependency, it can also be used for temperature measurements.

Elastic and inelastic scattering of the laser light source can both be used
for temperature measurements, and inelastic scattering can be used for species
measurements. Elastic (Rayleigh) scattering is when there is no energy exchange
between the incident light and the target molecules, and the scattered light is un-
shifted from its initial frequency—it is thus not possible to identify individual
species concentrations. With inelastic (Raman or LIF) scattering there is energy
interchange between the incident photons and the molecule, leading to radiation
shifted from the incident frequency by the characteristic vibrational frequencies of
the molecule being excited. There will also be elastically scattered radiation at the
incident frequency (the Rayleigh scattering). The use of “inelastic scattering” is
perhaps confusing for a process in which energy is absorbed and then reradiated,
but this is the accepted convention. The vibrational frequencies of the molecule are
species and temperature dependent, and thus Raman scattering generates informa-
tion on both species concentrations and temperature. The radiation downshifted
in frequency is known as the Stokes spectrum, while the radiation upshifted in
frequency is known as the anti-Stokes spectrum. The Raman spectra (Stokes and
anti-Stokes) are specific to particular species and are linearly dependent on their
concentration. The major disadvantage is the weak signal level.

5.5.2.2 Coherent Techniques

The most important coherent techniques are probably coherent anti-Stokes Raman
spectroscopy (CARS) and degenerate four-wave mixing (DFWM). Both tech-
niques can measure temperature and concentrations, but with CARS being most ap-
propriate for major species, and DFWM being most appropriate for minor species.
Figure 5.10 shows a CARS beam arrangement. The crossing of the pump
laser beams (w ) defines where the measurements are to be made. A laser beam ata
different frequency (w,) known as the probe or Stokes beam, mixes with the pump
beams to generate the CARS beam at a frequency of (2w, — w;). The frequency of
the Stokes beam has to fall within the Stokes spectra in order to generate the anti-
Stokes signal. The CARS spectra is generated by either using a broadband Stokes
beam, which excites all the resonances simultaneously, or by scanning the Stokes
beam over the relevant frequency range. The broadband (or multiplex) approach
enables a time-resolved measurement to be made from a single laser pulse. How-
ever, the reduced intensity at each frequency means a lower signal-to-noise ratio.
Nonetheless, the coherent (i.e., laserlike) nature of the signal beam and its strength
(orders of magnitude greater than Raman scattering) facilitates the collection and
detection of the signal, albeit with the need for line-of-sight optical access.
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Fig. 5.10.
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T'he counterpropagation arrangement for degenerate four-wave mixing (DFWM

CARS requires phase matching of the pump and Stokes beams, and this dic-
tates the angular separation that must be used between the pump and Stokes beams.
When the pump and Stokes beams are generated from a single laser, a suitable ar-
rangement is the crossed-beam arrangement of Figure 5.10 known as BOXCARS.
As previously mentioned, CARS is best suited to major species, so for temperature
measurements in internal combustion engines the nitrogen spectra is usually used.
Typically, a YAG laser is frequency doubled to 532 nm to provide the pump beams,
and part of this is used to optically pump a dye laser operating with a 3—4-nm band-
width in the region of 607 nm to generate the Stokes beam. The interaction with
the pump beam generates the anti-Stokes spectra in the region of 474 nm.

The advantage of degenerate four-wave mixing (DFWM) is that it can be
used to detect the presence of minor species such as OH and NO. The optical
requirements for DFWM are very similar to CARS, the difference being that the
pump and Stokes probe beams are all at the same frequency (thereby simplifying
the phase matching requirements), which is chosen to correspond with a resonance
of the species being detected. The simplest arrangement for DFWM is the counter-
propagating arrangement shown in Figure 5.11. The two pump beams (E; and E;)
are in-line and opposed, and the probe beam (E3) generates a counterpropagating
signal beam. However, signal collection requires care, since the same frequency
components are present in the probe and signal beams. Another geometry, folded
BOXCARS (shown in Figure 5.12), is also quite easy to define and leads to a
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The use of a broadband laser with the folded BOXCARS beam arrangement for multiplex
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signal that is not counterpropagating, and thus it is easier to collect and analyze.
The geometric requirement is for the pump beams and probe beam to lie on the
diagonals of a rectangular box; the signal beam generated by any interaction then
aligns with the fourth diagonal. The folded BOXCARS arrangement is also used
with CARS, but because the pump and probe beams are at different frequencies,
instead of the box being rectangular, it is a parallelepiped.

Figure 5.13 illustrates the use of a broadband laser so as to excite all res-
onances, thereby producing what is known as multiplex DFWM. The broadband
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l