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Abstract

Long-context capabilities are essential for a
wide range of applications, including doc-
ument and video understanding, in-context
learning, and inference-time scaling, all of
which require models to process and reason
over long sequences of text and multimodal
data. In this work, we introduce a efficient
training recipe for building ultra-long context
LLMs from aligned instruct model, pushing
the boundaries of context lengths from 128K
to 1M, 2M, and 4M tokens. Our approach
leverages efficient continued pretraining strate-
gies to extend the context window and em-
ploys effective instruction tuning to maintain
the instruction-following and reasoning abil-
ities. Our UltraLong-8B, built on Llama-
3.1-Instruct with our recipe, achieves state-
of-the-art performance across a diverse set of
long-context benchmarks. Importantly, mod-
els trained with our approach maintain com-
petitive performance on standard benchmarks,
demonstrating balanced improvements for both
long and short context tasks. We further pro-
vide an in-depth analysis of key design choices,
highlighting the impacts of scaling strategies
and data composition. Our findings establish
a robust framework for efficiently scaling con-
text lengths while preserving general model
capabilities. We release all model weights at
https://ultralong.github.io/.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance across a diverse range of
text and multimodal tasks (Hurst et al., 2024; Gem-
ini et al., 2024; Liu et al., 2024a; Yang et al., 2024;
Dai et al., 2024). However, many applications,
such as document and video understanding (Gem-
ini et al., 2024; Azzolini et al., 2025), in-context
learning, and inference-time scaling (Guo et al.,
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2025), demand the ability to process and reason
over extremely long sequences of tokens (Gemini
et al., 2024; Xu et al., 2023; Yang et al., 2025; Xu
et al., 2024b; Lu et al., 2024). In these scenar-
ios, the limited context window of LLMs poses a
significant bottleneck, as critical information scat-
tered across lengthy documents may be overlooked.
This limitation motivates the need for models that
can efficiently handle ultra-long contexts without
sacrificing performance on standard tasks.

Recent trends in both industry and academia
have focused on extending the context windows
of LLMs. Proprietary systems like GPT-40 (Hurst
et al., 2024) support context lengths of up to 128K
tokens, while the reasoning model o1 (Jaech et al.,
2024) further pushes this limit to 200K tokens to ac-
commodate inference-time scaling. Other models,
such as Claude 3.5 Sonnet (Anthropic, 2024) and
Gemini 1.5 Pro (Gemini et al., 2024), have demon-
strated the feasibility of handling even larger con-
texts. Despite significant progress in open-access
models, many efforts have been limited by the
lack of detailed training data blends (Dubey et al.,
2024) and efficient extension recipes (Gao et al.,
2024). Moreover, evaluations of these models have
often relied on synthetic benchmarks that do not
fully capture their performance on real-world long-
context tasks (Pekelis et al., 2024).

In this work, we present a systematic recipe for
training ultra-long context language models. Our
approach involves two key stages. The first stage,
continued pretraining, extends the context window
of LLMs to ultra-long lengths (up to 1M, 2M, and
4M tokens) by leveraging a specially curated cor-
pus. We introduce techniques such as the use of
special document separators during concatenation
and apply YaRN-based (Peng et al., 2023b) RoPE
scaling to improve the model’s ability to process
long sequences. The second stage, instruction tun-
ing, refines the model’s instruction-following and
reasoning capabilities using a high-quality, short-
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Figure 1: Overview of our training pipeline. In Stage 1, the model’s context window is extended through continued
pretraining, leveraging techniques such as special document separators and YaRN-based scaling to handle ultra-long
sequences. In Stage 2, instruction tuning is applied using a curated dataset to enhance the model’s instruction-
following and reasoning capabilities. This pipeline enables the development of language models that achieve good
performance on both long-context and standard benchmarks.

context supervised fine-tuning (SFT) dataset across
general, mathematical, and coding domains.

We validate our approach using Llama-3.1-8B-
Instruct with 128K context window (Dubey et al.,
2024) as the starting point and conduct extensive
evaluations on both synthetic and real-world long-
context benchmarks, including RULER (Hsieh
et al., 2024), LV-Eval (Yuan et al., 2024b), and
InfiniteBench (Zhang et al., 2024). Addition-
ally, we benchmark our models on standard
datasets such as MMLU (Hendrycks et al., 2020),
MATH (Hendrycks et al., 2021), GSM-8K (Cobbe
et al., 2021), and HumanEval (Chen et al., 2021) to
ensure that the extended context does not compro-
mise general task performance. Evaluation results
demonstrate that our final models, UltraL.ong-8B,
achieve state-of-the-art (SOTA) long-context per-
formance while maintaining competitive perfor-
mance on standard benchmarks.

Our contributions are summarized as follows:

* We propose an efficient and scalable train-
ing recipe that extends the context window of
LLM:s to ultra-long lengths (up to 4M tokens)
while preserving, and in some cases enhanc-
ing, performance on standard benchmarks.

* We introduce techniques such as the use
of special document separators during data
preparation and apply YaRN-based scaling
for positional embeddings, both of which are
shown through ablation studies to be essential
for effective long-context modeling.

* We show that a one-step continued pretraining
strategy is more efficient than a multi-step
approach for context extension, consistently
yielding superior results on both synthetic and
real-world long-context benchmarks.

* We conduct extensive experiments on bench-
marks including RULER, LV-Eval, In-
finiteBench, MMLU, MMLU-Pro, MATH,
GSM-8K, and HumanEval, showing that our
UltraLong-8B models outperform existing
baselines in both long-context and standard
tasks.

The remainder of the paper is organized as fol-
lows. Section 2 reviews related work on long-
context language modeling and extension strategies.
Section 3 details our training methodology, includ-
ing both the continued pretraining and instruction
tuning stages. In Section 4, we describe the base-
line models and evaluation benchmarks used in
our experiments, while Section 5 presents our ex-
perimental results. Section 6 provides an in-depth
analysis through ablation studies, and Sections 7
and 8 concludes the paper by discussing limitations
and outlining directions for future research.

2 Related Work

2.1 Long-context methods

Existing context extension strategies for long-
context language models can be broadly catego-
rized into three groups: exact attention methods, ap-
proximate attention methods, and approaches that
incorporate additional modules. Exact attention
methods enhance the parameterization of the atten-
tion mechanism to support longer sequences. Tech-
niques such as Position Interpolation (PI) (Chen
et al., 2023b), NTK-aware (bloc97, 2023), Dy-
namic NTK (emozilla, 2023), YaRN (Peng et al.,
2023b), and CLEX (Chen et al., 2023a)—all based
on RoPE (Su et al., 2024)—design position em-
beddings that enable length extension. These ap-
proaches can be applied either through fine-tuning
or to frozen models. In contrast, approximate at-
tention methods adopt structured approximations



to mitigate the computational cost of long-context
processing. For example, LongLoRA (Chen et al.,
2023c) combines LoRA (Hu et al., 2021) with
Shifted Sparse Attention to reduce overhead, while
LM-Infinite (Han et al., 2024) limits attention to
a few tokens at the beginning of the text and
a local window to remain within the pretrained
length. Other approaches, such as Dual Chunk At-
tention (An et al., 2024), decompose attention into
chunk-based modules to better capture the relative
positional information, and some works (Xu et al.,
2023) leverage retrieval mechanisms to extract
relevant blocks from long documents. Addition-
ally, methods that introduce extra modules (Hwang
et al., 2024; Ren et al., 2024) focus on compressing
the information in the long input contexts. In this
work, we focus on exact attention techniques that
accurately compute full attention over extended
sequences, and we introduce an efficient training
recipe to enable models to handle ultra-long con-
texts more effectively.

2.2 Long-context LLMs

Recent advancements in long-context LLMs in-
clude proprietary models such as GPT-40 (Hurst
et al., 2024), Gemini (Gemini et al., 2024), and
Claude (Anthropic, 2024), which support extensive
context windows and can process hundreds of thou-
sands of tokens, though their closed-source nature
limits reproducibility. Among open-source efforts,
ProLong (Gao et al., 2024) employs NTK-aware
scaling and trains on over 40B tokens, making it
computationally expensive, while Gradient (Pekelis
et al., 2024) uses a multi-step continued pretraining
strategy that sacrifices standard task performance.
ChatQA 2 (Xu et al., 2024b) develops long-context
LLMs that excel in both long-context understand-
ing and retrieval-augmented generation. In contrast,
our work offers a balanced solution that extends
the context window to ultra-long lengths while
maintaining competitive performance on standard
benchmarks through efficient continued pretraining
and instruction tuning.

3 Method

In this section, we present our training recipe for
ultra-long context models, as illustrated in Figure 1.
Our approach consists of two key stages: continued
pretraining and instruction tuning. Based on Llama-
3.1-8B-Instruct (Dubey et al., 2024), the continued
pretraining stage extends the context window of the

model from 128K tokens to the target lengths (e.g.,
1M, 2M, and 4M tokens). Subsequently, the instruc-
tion tuning stage refines the model to enhance its
instruction-following and reasoning abilities. To-
gether, these stages enable our models to effectively
process ultra-long inputs while maintaining strong
performance on both long and short-context tasks.
More details can be found in Appendix A.

3.1 Continued Pretraining for Context Length
Extension

In the first stage, we extend the context window of
Llama-3.1-8B-Instruct to the target length through
continued pretraining.

Data Preparation and Document Concatena-
tion. We construct our long-context pretraining
corpus following the methodology outlined by Fu
et al. (2024). To emphasize long-context data, we
downsample documents shorter than 4K tokens
and upsample those longer than 8K tokens, result-
ing in a corpus of 1 billion tokens. These doc-
uments are then concatenated to form longer se-
quences corresponding to the target context lengths
(e.g., 1M, 2M, and 4M tokens). During concate-
nation, we separate individual documents using
special characters rather than the reserved begin-
ning and ending tokens (“<|begin_of_text]|>”
and “<|end_of_text|>"). Furthermore, we do
not apply the cross-document attention mask (Gao
et al., 2024) during continued pretraining, allowing
the model to attend to the entire input sequence.
Our preliminary experiments indicate that this doc-
ument separation strategy, combined with full at-
tention, enables the model to adapt more effectively
and efficiently to ultra-long contexts. Detailed abla-
tion studies and analysis are provided in Section 6.

RoPE Scaling. To support ultra-long context
lengths, we adopt a YaRN-based scaling ap-
proach (Peng et al., 2023b) rather than the NTK-
aware scaling strategies employed in previous
work (Xu et al., 2024b; Gao et al., 2024; Peke-
lis et al., 2024). We fix the hyperparameters as
« = 1 and 8 = 4, and compute the scale factor s
based on the target context length. We observed
that the Llama-3.1 model’s performance degrades
when the input length approaches the maximum
limit. To mitigate this, we employ a larger scal-
ing factor for the RoPE embeddings, thereby better
accommodating extended sequences.



Implementation Details. We build long-context
models targeting three context lengths: 1M, 2M,
and 4M tokens. We set the RoPE scaling factors to
s = 128, 256, and 512 accordingly. Each model is
trained on 1B tokens for one epoch using a learning
rate of 3 x 10~°. For scalability, we train the mod-
els using the Megatron-LM framework (Shoeybi
et al., 2019). To handle ultra-long input sequences,
we adopt tensor parallelism (TP) with tp = 8 and
leverage context parallelism (CP) by setting cp = 4
for the 1M model and ¢p = 16 for the 2M and 4M
models. Training is done on 256 NVIDIA H100
GPUs, with the 1M, 2M, and 4M models requir-
ing approximately 5, 6, and 13 hours of training,
respectively.

3.2 Instruction Tuning

In the second stage, we enhance the instruction-
following and reasoning capabilities of our long-
context language models through supervised fine-
tuning (SFT) (Ouyang et al., 2022) on carefully
curated datasets.

Data Preparation. We subsample a high-quality
blend of SFT datasets from (Liu et al., 2024b)
by integrating and refining multiple open-source
SFT datasets spanning three key domains: general,
mathematics, and code. ! For the general domain,
we incorporate data from ShareGPT (Chiang et al.,
2023; The-Vicuna-Team, 2023), SlimOrca (Lian
et al., 2023; Mukherjee et al., 2023), Evolln-
struct (Xu et al., 2024a), GPTeacher (Teknium,
2023), AlpacaGPT4 (Peng et al., 2023a), and Ul-
tralnteract (Yuan et al., 2024a). In the math domain,
our dataset includes OrcaMathWordProblems (Mi-
tra et al., 2024), Mathlnstruct (Yue et al., 2023),
and MetaMath (Yu et al., 2023). For the code do-
main, we incorporate Magicoder (Wei et al., 2024),
WizardCoder (Luo et al., 2023), and GlaiveCode-
Assistant (Glaive-Al, 2023).

To further enhance the quality of our SFT dataset,
we leverage OpenAl’s GPT-40 (Hurst et al., 2024)
and GPT-40-mini (OpenAl, 2024) to refine the re-
sponses associated with these prompts. Finally, we
perform rigorous data decontamination to ensure
that our dataset does not include any prompts from
benchmark test datasets.

!The full dataset is available for download at:
https://huggingface.co/datasets/nvidia/
AceMath-Instruct-Training-Data.

We subsample our SFT data from the ‘general_sft_stage2’
split.

Notably, our SFT blend exclusively comprises
the short-context data described above, consisting
of instances shorter than 8K tokens, without incor-
porating synthetic long-context instruction data as
employed in Xu et al. (2024b); Zhao et al. (2024),
We find that relying solely on short-context data is
sufficient to achieve strong results in our setting,
aligning with observations from prior work (Gao
et al., 2024).

Implementation Details. We construct an SFT
dataset comprising 100K examples. For every
model extended to one of the three target context
lengths, we use a batch size of 128 and a learning
rate of 5 x 1076, Training is performed using the
Megatron-LM framework (Shoeybi et al., 2019) on
256 NVIDIA H100 GPUs with tensor parallelism
set to tp = 8. Each training run completes in ap-
proximately 30 minutes.

4 Baselines and Evaluation Benchmarks

4.1 Long context models

We compare our models against SOTA long con-
text models built on the Llama family to ensure a
fair and controlled evaluation of our training recipe.
Llama-3.1 (Llama-3.1-8B-Instruct) (Dubey et al.,
2024) serves as our base model and features a 128K
context window. ProLong (Llama-3-8B-ProLong-
512k-Instruct) (Gao et al., 2024) is a long-context
model built on Llama-3 with a 512K context win-
dow. This model is trained using two stages of con-
tinued pretraining and additional SFT, on a total
of 41B tokens. Gradient (Llama-3-8B-Instruct-
Gradient-1048k) (Pekelis et al., 2024) is another
Llama-based long-context model, supporting a 1M
context window. It is trained through four stages of
continued pretraining on a total of 1.4B tokens, and
additional SFT to strengthen its chat capabilities.
Focusing exclusively on models within the Llama
family allows us to clearly isolate and demonstrate
the effectiveness of our training recipe for extend-
ing context lengths, while ensuring that standard
task performance remains competitive.

4.2 Long context benchmarks

We evaluate the long-context capabilities of our
models using the following benchmarks.

RULER (Hsieh et al., 2024) is a benchmark that
assesses long-context language models by generat-
ing synthetic examples with configurable sequence
lengths across four task categories. The benchmark
originally evaluates models within a 128K context
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Figure 2: Needle in a Haystack passkey retrieval test results. Three baseline models are evaluated up to a 1M token
context, while our models are tested at their respective maximum context lengths of 1M, 2M, and 4M tokens. Our
models achieve 100% accuracy across all input lengths and depths, showing strong long-context retrieval capability.

window by computing the average accuracy across
different input lengths. We adopt the same genera-
tion protocol and construct test cases with lengths
up to 1M tokens, including 256K, 512K, and 1M.
Since some of our baseline models support input
lengths only up to 128K or 512K, we report the av-
erage accuracy for inputs shorter than 128K, 512K,
and 1M tokens, respectively.

LV-Eval (Yuan et al., 2024b) is a long-context
benchmark featuring five length levels up to 256K
tokens, and focuses on two primary tasks: single-
hop QA and multi-hop QA. We follow the evalu-
ation protocol and compute the average F1 score
across input lengths below 128K and 256K tokens.

InfiniteBench (Zhang et al., 2024) is a long-

context benchmark with an average input length
of around 200K tokens and a maximum length ex-
ceeding 2M tokens. It includes both synthetic and
real-world tasks. As this benchmark does not pro-
vide scores for specific input length levels, we fol-
low the standard evaluation protocol and compute
the average score across all tasks.

4.3 Standard benchmarks

We assess the standard capabilities of our models
across three domains. For the general domain, we
evaluate using MMLU (Hendrycks et al., 2020)
and MMLU-Pro (Wang et al., 2024), where we
report the 5-shot accuracy. In the math domain,
we employ two benchmarks: MATH (Hendrycks



et al., 2021), for which we report the 0-shot ex-
act match accuracy, and GSM-8K (Cobbe et al.,
2021), for which we report the 8-shot exact match
accuracy. For the code domain, we consider Hu-
manEval (Chen et al., 2021) and report the 0-shot
pass@1 score. We keep all the demonstrations the
same when evaluating different models.

5 Results

In this section, we present the results and com-
parisons from extensive benchmark evaluations.
We begin with the synthetic Needle in a Haystack
(NIAH) test and then focus on both long-context
and standard benchmarks.

5.1 Needle in a Haystack

We evaluate the long-context retrieval capabilities
of our models using the Needle in a Haystack
(NIAH) passkey retrieval test as defined in Mo-
htashami and Jaggi (2023). This synthetic task
serves as a threshold evaluation for assessing
whether a language model can maintain awareness
of critical information distributed throughout an
extremely long input. In this task, the model is
challenged to locate a simple passkey—such as
a six-digit random number—embedded within a
lengthy, nonsensical text sequence.

To quantify retrieval accuracy, we evaluate 40
different input sequence lengths. For each length,
the passkey is randomly embedded at 10 uniformly
distributed document depths. The results are shown
in Figure 2. For our models, we evaluate input
lengths up to 1M, 2M, and 4M tokens, while for
baseline models, we only evaluate up to 1M to-
kens. As illustrated in Figures 2a to 2c, among
the baseline models, only Llama-3-8B-Instruct-
Gradient-1048k passes the NIAH test, while Llama-
3.1-8B-Instruct and Llama-3-8B-ProLong-512k-
Instruct exhibit errors even within their claimed
context lengths. In contrast, as shown in Figures 2d
to 2f, our UltraL.ong models achieve 100% accu-
racy across all input lengths and depths, demon-
strating robust long-context retrieval capability.

5.2 Long context evaluation

We present the evaluation results on RULER, LV-
Eval, and InfiniteBench in Table 1. Bolded num-
bers indicate performance that exceeds all baseline
models. Overall, our three models consistently
achieve the highest scores in most cases. On the
RULER benchmark, UltralLong models obtain the

highest average scores for input lengths up to 512K
and 1M tokens. For LV-Eval, our models yield the
highest average F1 scores within both 128K and
256K token lengths. Additionally, we achieve the
best performance on InfiniteBench.

These results confirm that our training recipe
effectively extends the context window of lan-
guage models to ultra-long inputs while main-
taining similar performance on the original input
length. Among the baseline models, Llama-3.1
is designed for a 128K input length and its per-
formance degrades significantly when the input
length exceeds 128K tokens. ProLong, built for
a 512K context, performs worse than our mod-
els at 512K even though it is trained on substan-
tially more tokens (41B tokens versus 1B tokens
in our case). Gradient, the longest-context model
among the baselines with support for a 1M input
length, exhibits poor performance on LV-Eval and
InfiniteBench, suggesting that its design may be
overly tuned to synthetic tasks and compromises its
effectiveness on real-world tasks. In contrast, our
models consistently achieve higher scores across
both synthetic (RULER) and hybrid (LV-Eval and
InfiniteBench) benchmarks, underscoring the effec-
tiveness and scalability of our approach.

5.3 Standard capability evaluation

We further evaluate our models on standard bench-
marks across general, math, and code domains to
ensure that extending the context length does not
compromise short-context task performance. As
shown in Table 2, our models achieve performance
that is comparable to or higher than that of the
base model, Llama-3.1-8B-Instruct, achieving aver-
age scores of 62.47, 61.06, and 60.95, respectively,
compared to 61.45 for Llama-3.1-8B-Instruct. No-
tably, our models demonstrate clear improvements
on the MMLU and MATH benchmarks, while their
performance on other benchmarks such as GSM-
8K and HumanEval remains highly competitive.
In contrast, the baseline long-context models,
Gradient and ProLong, experience considerable
performance degradation on these standard tasks,
with average scores of only 37.36 and 40.81, re-
spectively. These results indicate that while our
approach effectively extends the context window, it
also preserves—and in some cases enhances—the
model’s general task capabilities. The signifi-
cant drop in performance for Llama-3-8B-Instruct-
Gradient-1048k and Llama-3-8B-ProLong-512k-
Instruct suggests that their methods for long-



Model RULER LV-Eval InfiniteBench
<128K <512K <IM <128K <256K
Llama-3.1-8B-Instruct (128K) 88.3 68.2 61.3  26.55 23.32 24.66
Llama-3-8B-Instruct-Gradient-1048k  82.4 79.8 71.8 14.14 13.48 28.60
Llama-3-8B-ProLong-512k-Instruct 88.9 79.6 712 25.59 24.65 23.54
Ultralong-8B-1M-Instruct 86.6 81.6 79.1  28.07 27.02 32.14
UltraLlong-8B-2M-Instruct 85.0 80.2 782  30.03 28.90 32.49
UltralLong-8B-4M-Instruct 84.2 80.0 78.0  29.09 28.13 30.38

Table 1: Long context evaluation results on the RULER, LV-Eval, and InfiniteBench benchmarks. Average scores are
reported within multiple input lengths—128K, 512K, and 1M for RULER, and 128K and 256K for LV-Eval—while
a single aggregate score is provided for InfiniteBench. Bolded numbers indicate the highest performance among the
models, demonstrating that our models consistently outperform the baselines.

Model MMLU MMLU-Pro MATH GSM-8K HumanEval Avg
Llama-3.1-8B-Instruct (128K) 64.83 44.33 4722  81.34 69.51 61.45
Llama-3-8B-Instruct-Gradient-1048k 48.33 34.15 1512 53.22 35.97 37.36
Llama-3-8B-ProLong-512k-Instruct 65.21 40.23 17.16  71.11 10.36 40.81
UltraLong-8B-1M-Instruct 66.99 42.44 55.10  79.53 68.29 62.47
Ultralong-8B-2M-Instruct 67.31 40.55 51.36 79.00 67.07 61.06
UltraLong-8B-4M-Instruct 65.14 43.28 5092 7771 67.68 60.95

Table 2: Evaluation results on standard benchmarks including MMLU, MMLU-Pro, MATH, GSM-8K, and
HumanEval, along with the average score across these tasks. Our models demonstrate comparable or superior
performance relative to the base model (L1ama-3.1-8B-Instruct), while the other long-context models exhibit
significant degradation on standard tasks. Bolded numbers indicate the highest performance among the models.

context training may come at the expense of general
task performance.

Overall, our findings demonstrate that our train-
ing recipe successfully extends the context length
of language models while maintaining strong per-
formance on standard benchmarks.

6 Ablation Studies

Special document separator helps efficient con-
text extension. To assess the impact of using
special characters as document separators during
long-context continued pretraining, we conduct an
ablation study in which we remove all document
separators from our pretraining corpus while keep-
ing all other settings unchanged. The model is
trained on the same 1B-token corpus, and the re-
sults are shown in Table 3. We find that removing
the special document separator leads to a consis-
tent drop in performance across all benchmarks.
For example, on the RULER benchmark within
1M token input length, the model without the sep-
arator scores 79.15, compared to 80.17 when the
separator is used. Similar trends are observed in
LV-Eval and InfiniteBench, where the absence of

the special document separator results in perfor-
mance degradation. These findings indicate that
employing special characters as document sepa-
rators—especially when enabling cross-document
attention—enhances training efficiency, achieving
higher performance at the same training cost.

YaRN-based scaling helps scalable context ex-
tension. We also investigate the impact of scal-
ing strategies on context extension by comparing
our YaRN-based scaling with the NTK-aware scal-
ing approach (Xu et al., 2024b; Gao et al., 2024;
Pekelis et al., 2024). In this experiment, we re-
place YaRN-based scaling with NTK-aware scal-
ing using § = 3,580, 165,449, consistent with
the configuration in Gradient. The model is again
trained on the same 1B-token corpus, and the re-
sults are presented in Table 3. While NTK-aware
scaling produces a slightly higher RULER score
within 128K tokens (86.91 versus 85.63), it suffers
a significant performance drop at extended lengths.
For instance, on the RULER benchmark, the NTK-
aware scaling variant achieves 76.62 within 1M
tokens, compared to 80.17 with YaRN-based scal-



Model RULER LV-Eval InfiniteBench
<128K <512K <1IM <128K <256K
Ultralong-8B-1M 85.63 82.28 80.17 27.60 26.40 26.25
w/o special separator 85.47 81.63  79.15 26.06 24.85 22.75
w/ NTK-aware scaling  86.91 80.27 76.62 22.34 21.24 20.18

Table 3: Ablation study results on our continued pretraining strategy for long-context extension. We compare our
configuration with two ablated variants: one without the special document separator and one using NTK-aware
scaling instead of the YaRN-based scaling. Performance is evaluated on the RULER benchmark for input lengths
below 128K, 512K, and 1M tokens, on LV-Eval for input lengths below 128K and 256K tokens, and on InfiniteBench.
Bolded scores indicate the best performance among the variants. These results demonstrate the importance of both
the special document separator and YaRN-based scaling in achieving robust long-context performance.

Model RULER LV-Eval InfiniteBench
<128K <512K <IM < 128K <256K
Ultralong-8B-512k-1M  84.22 79.83 77.52 25.15 23.97 26.81
UltraLong-8B-1M 85.63 82.28 80.17 27.60 26.40 26.25
UltraLong-8B-1M-2M 84.60 80.12 78.18 25.68 24.72 2491
UltraLong-8B-2M 86.30 82.75 80.8 26.00 24.86 25.22

Table 4: Comparison of multi-step and one-step continued pretraining strategies for context extension. Results are
presented on the RULER benchmark (for inputs below 128K, 512K, and 1M tokens), LV-Eval (for inputs below
128K and 256K tokens), and InfiniteBench. Bolded scores indicate superior performance within each model pair.
With the same training cost, we find that the one-step approach consistently outperforms the multi-step variants.

ing. Similar declines are observed in LV-Eval and
InfiniteBench. These results confirm that YaRN-
based scaling offers a more robust and scalable
method for extending the context window, enabling
the model to maintain high performance even as
the input length increases.

One-step continued pretraining is more effective
for context extension. We compare our one-step
continued pretraining strategy against a multi-step
approach (Gao et al., 2024; Pekelis et al., 2024)
for extending the context window. Following the
setting in Gao et al. (2024), we split the context
extension into two continued pretraining stages.
For the 1M model, we first extend the context to
512K tokens by training on 0.5B tokens, and then
extend it to 1M tokens with an additional 0.5B to-
kens—resulting in a total of 1B tokens. We then
compare this multi-step model with our one-step
model that is directly extended to 1M tokens us-
ing 1B tokens of training data. Similarly, for the
2M model, we first extend to 1M and then to 2M,
each stage using 0.5B tokens, and compare it with
our one-step 2M model trained on 1B tokens. The
results are shown in Table 4. We find that our
one-step continued pretraining approach consis-
tently outperforms the multi-step approach across

all benchmarks. For example, our one-step 1M
model achieves average RULER scores of 85.63,
82.28, and 80.17 within input lengths of 128K,
512K, and 1M, respectively, compared to 84.22,
79.83, and 77.52 for 1M model extended with
2 steps. Similarly, our one-step 2M model out-
performs 2M model trained with 2 steps on both
RULER and LV-Eval, with higher scores observed
on InfiniteBench as well. These results indicate
that a one-step extension strategy is more efficient
and effective than a multi-step training process.

7 Limitations and Future Work

Our current work focuses on SFT on instruction
datasets during the instruction tuning stage, and
does not explore reinforcement learning or prefer-
ence optimization, which we leave for future work.
Additionally, while we present an effective recipe
for extending long-context capabilities, our work
does not address safety alignment. As a result,
potential risks such as the generation of harmful
or misleading information and privacy concerns
remain unmitigated. Future research will aim to
integrate safety alignment mechanisms and explore
advanced tuning strategies to further enhance both
performance and trustworthiness.



8 Conclusion

In this work, we introduce an efficient and system-
atic training recipe for ultra-long context language
models, extending context windows to 1M, 2M,
and 4M tokens while maintaining competitive per-
formance on standard benchmarks. Our approach
combines efficient continued pretraining with in-
struction tuning to enhance both long-context un-
derstanding and instruction-following capabilities.
Extensive experiments and ablation studies on our
UltraLong-8B model series validate our design
choices, including the use of special document sep-
arators, YaRN-based scaling, and an efficient one-
step training strategy. We believe our framework
sets a new standard for scalable long-context mod-
eling and paves the way for future research aimed
at improving long-context performance in practical
applications.
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Continued Pretraining

Data Per-source upsampled pretraining corpus. Documents are separated using “<s>”.

Length 1M, 2M, and 4M

Steps 1B tokens

Model Initialization:  Llama-3.1-8B-Instruct (RoPE base freq. 5 x 10°, RoPE scaling factor s = 8)
ROPE scaling: s = 128, 256, and 512

Attention: Full attention without cross-document attention masking
Optim. Adam (8; = 0.9, 82 = 0.95)
LR: 3e-05

Instruction Tuning

Data General: ShareGPT, SlimOrca, Evollnstruct, GPTeacher, AlpacaGPT4, and Ultralnteract
Mathematics:  OrcaMathWordProblems, Mathlnstruct, and MetaMath
Code: Magicoder, WizardCoder, and GlaiveCodeAssistant

Steps 1B tokens
Optim. Adam (5; = 0.9, 52 = 0.95)
LR: 5e-06

Table 5: Overview of our training recipe for UltraLong-8B-Instruct models.

A UltraLong Recipe

Table 5 provides a detailed overview of our training recipe, which is divided into two stages: continued
pretraining and instruction tuning. In the continued pretraining phase, we utilize per-source upsampled
pretraining data as Fu et al. (2024) to extend the context window to 1M, 2M, and 4M tokens over 1B
tokens of training. The model is initialized from Llama-3.1-8B-Instruct with RoPE-based positional
embeddings (base frequency 5 x 10° and initial scaling factor s = 8), and extended using scaling factors
of s = 128, 256, and 512, with full attention applied without cross-document masking. In the instruction
tuning stage, we fine-tune the model using a diverse dataset covering general, mathematics, and code
domains, again training on 1B tokens with an Adam optimizer at a learning rate of 5 x 107,
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